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#### Abstract

Arnaud Münch ${ }^{1}$

Abstract. This paper studies the exact controllability of a finite dimensional system obtained by discretizing in space and time the linear 1-D wave system with a boundary control at one extreme. It is known that usual schemes obtained with finite difference or finite element methods are not uniformly controllable with respect to the discretization parameters $h$ and $\Delta t$. We introduce an implicit finite difference scheme which differs from the usual centered one by additional terms of order $h^{2}$ and $\Delta t^{2}$. Using a discrete version of Ingham's inequality for nonharmonic Fourier series and spectral properties of the scheme, we show that the associated control can be chosen uniformly bounded in $L^{2}(0, T)$ and in such a way that it converges to the HUM control of the continuous wave, i.e. the minimal $L^{2}$-norm control. The results are illustrated with several numerical experiments.

Résumé. Ce papier étudie la contrôlabilité exacte d'un système de dimension finie obtenu en discrétisant en temps et en espace l'équation des ondes 1-D avec un contrôle frontière à une extrémité. Les systèmes associés aux schémas usuels de différences finis ou éléments finis ne sont pas contrôlable vis-à-vis des paramètres de discrétisation $h$ et $\Delta t$. On introduit un schéma aux différences finis implicite qui diffère du schéma centré usuel par l'ajout de termes proportionnels à $h^{2}$ et $\Delta t^{2}$. En utilisant une version discrète de l'inégalité d'Ingham pour les séries de Fourier non harmoniques, on montre que le contrôle associé au nouveau système peut être choisi uniformément borné dans $L^{2}(0, T)$ de façon à converger vers le contrôle du système continu de norme $L^{2}$ minimale. Ces résultats sont illustrés par plusieurs simulations numériques.
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## Introduction

In the context of the boundary controllability problem of the 1-D wave equation, the following result is well known [16]: given $T>2$ and $\left(y_{0}, y_{1}\right) \in L^{2}(0,1) \times H^{-1}(0,1)$ there exists a control function $v \in L^{2}(0, T)$ such

[^0]that the solution of the equation
\[

(\mathcal{S}) $$
\begin{cases}y^{\prime \prime}-y_{x x}=0, & 0<x<1, \quad 0<t<T  \tag{1}\\ y(0, t)=0, y(1, t)=v(t), & 0<t<T \\ y(x, 0)=y_{0}(x), y^{\prime}(x, 0)=y_{1}(x), & 0<x<1\end{cases}
$$
\]

satisfies

$$
\begin{equation*}
y(x, T)=y^{\prime}(x, T)=0, \quad \forall 0<x<1 . \tag{2}
\end{equation*}
$$

We denote by ' the time derivative. This controllability problem has been studied and solved some decades ago. We mention the most successful moments theory (see [27]) and more recently the Hilbert Uniqueness Method (HUM) offering a very general way to solve this kind of problem (see [16]).

We address in this work the numerical approximation of this problem which is known to be extremely sensitive, since the pioneering work of Glowinski-Li-Lions. In [9], these authors described an algorithm based on the HUM method and on the usual centered finite difference approximation of the wave system (1). This approximation is of the type :

$$
\left(\mathcal{S}_{h, \Delta t}\right)\left\{\begin{array}{l}
\Delta_{\Delta t} y_{h, \Delta t}-\Delta_{h} y_{h, \Delta t}=0  \tag{3}\\
+ \text { Initial conditions and Boundary terms }
\end{array}\right.
$$

where $\Delta_{\Delta t}$ (resp. $\Delta_{h}$ ) designates the three-point finite difference approximation of the second time (resp. space) derivative operator (see eq. (15)). Under the stability condition $\Delta t \leq h$, the finite dimensional system ( $\mathcal{S}_{h, \Delta t}$ ) is consistent with $(\mathcal{S})$ in the sense that $y_{h, \Delta t}$ converges towards $y$ when $h$ - the mesh size and $\Delta t$ - the time step - tend to zero. However, as observed in [9], the resulting sequence of controls ( $v_{h, \Delta t}$ ) obtained with a discrete HUM method has a bad asymptotic behavior as $(h, \Delta t) \rightarrow(0,0)$. Precisely, it is possible to exhibit initial conditions such that $v_{h}$ does not converge towards $v$ but rather diverges exponentially as the mesh size tends to zero [19]. In other words, the commuting property between numerical discretization and exact controllability does not hold for ( $S_{h, \Delta t}$ ) (see Figure 1). This by now well known phenomenon is due to the fact that ( $S_{h, \Delta t}$ )


Figure 1. Non commuting diagram associated to the scheme $\left(\mathcal{S}_{h, \Delta t}\right)$ for $\Delta t<h$.
and, in general any discrete dynamics, generates spurious high-frequency oscillations that do no exist at the continuous level [7]. Moreover, the interaction of waves with the grid produces a dispersion phenomenon and the speed of propagation of these high frequency numerical waves may converges to zero when the mesh size tends to zero. These spurious oscillations weakly converge to zero. Consequently, their existence is compatible with the consistence of the numerical scheme. However, when we are dealing with an exact controllability problem, a uniform time for the control of all numerical waves is needed. Since the velocity of propagation of some high frequency numerical waves may tend to zero as the mesh size does, uniform observability and therefore controllability properties of the discrete model may be no longer true for a fixed time $T>0$ independent of $h$.

From a numerical point of view, several techniques have been proposed as possible remedies of the high frequency spurious oscillations. We first mention a Tychonoff regularization procedure successfully implemented in several experiments [8]. Roughly speaking, this method introduces an additional control, tending to zero with the mesh size, acting on the interior of the domain which has the effect to damp the high frequency solution. Using an analogy with numerical pathologies observed in Navier-Stokes problem, mixed finite element methods have been efficiently used, discretizing the velocity and the position in two different finite dimensional spaces [10]. Let us also mention the use of a bi-grid strategy which consists of performing a part of the computation of the algorithm on a coarse grid [9]. These three quite efficient remedies introduced at the beginning of the nineties suffer from a lack of both a theoretical justification and a rigorous convergence analysis. In this respect, we mention some the recent work [3] and [28] based on spectral method.

From the theoretical point of view, many results have been obtained, remedies suggested and justified, but mainly at the semi-discrete level (discretization in space). This fact may be a strong limitation if we know how an additional discretization in time could perturb properties of a scheme. Thus, at the semi-discrete level, it was shown in [13], [29] that the filtering of the high frequency modes leads to a uniform observability inequality for the adjoint system. This is equivalent to the uniform controllability of the projection of the solution over the space generated by the remaining eigenmodes. However, in practice, it is not very efficient to compute these projections. In addition, the uniform time $T$ depends strongly on the filtering. Let us also mention the semi-discrete 1-D wave system derived from a mixed finite element method introduced and studied in [4]. The authors show the uniform controllability with respect to $h$ of the scheme and obtained the convergence in the $L^{2}$-norm of the semi-discrete control toward the continuous minimal $L^{2}$-norm control. To the knowledge of the author, the only result of convergence obtained at the fully discrete level is from [22]. It is shown that the scheme $\left(\mathcal{S}_{h, \Delta t}\right)$ is uniformly controllable if $\Delta t=h$. This is however a very particular situation because this scheme then provides the exact solution.

In this paper, we prove that the following scheme

$$
\left(\overline{\mathcal{S}}_{h, \Delta t}\right)\left\{\begin{array}{l}
\Delta_{\Delta t} y_{h, \Delta t}+\frac{1}{4}\left(h^{2}-\Delta t^{2}\right) \Delta_{h} \Delta_{\Delta t} y_{h, \Delta t}-\Delta_{h} y_{h, \Delta t}=0  \tag{4}\\
+ \text { Initial conditions and Boundary terms }
\end{array}\right.
$$

produces a discrete uniformly bounded and converging control under the condition $\Delta t<h \sqrt{T / 2}$, and therefore permits to restore the commuting property (see Figure 2). The scheme $\left(\overline{\mathcal{S}}_{h, \Delta t}\right)$ differs from $\left(\mathcal{S}_{h, \Delta t}\right)$ by additional


Figure 2. Commuting diagram associated to the scheme $\left(\overline{\mathcal{S}}_{h, \Delta t}\right)$ for $\Delta t<h \sqrt{T / 2}$.
terms factor of $h^{2}$ and $\Delta t^{2}$ introduced in order to damp out the high frequencies solutions. This scheme is derived from the initial one $\left(\mathcal{S}_{h, \Delta t}\right)$ by introducing two parameters, acting on the consistency and on the uniform controllability respectively. The determination of the admissible parameters, using a discrete version of an Ingham inequality for nonharmonic series, then leads to $\left(\overline{\mathcal{S}}_{h, \Delta t}\right)$.

The rest of the paper is organized as follows. The first section briefly recalls some controllability results for the wave equation (1). In the second section, the fully discrete model is introduced and the main results of
existence, characterization and convergence of the discrete control are presented. The third section studies the corresponding homogeneous system. The main result is a uniform observability inequality which is fundamental for the study. In the fourth section, the controllability problem for the discrete system is addressed and a uniformly bounded sequence of controls is given. Nextly, the convergence of the discrete controls to the HUM control of the continuous equation is proved. The fifth section is devoted to the presentation of some numerical results which are in full agreement with the theoretical study.

## 1. The CONTINUOUS PROBLEM: RESULTS AND NOTATIONS

In this section, we recall briefly the controllability property of the wave system (1). For further details, we refer for instance to [16].

Theorem 1.1. Given any $T>2$ and $\left(y_{0}, y_{1}\right) \in L^{2}(0,1) \times H^{-1}(0,1)$ there exists a control function $v \in L^{2}(0, T)$ such that the solution $y$ of (1) satisfies (2).

According to the Hilbert Uniqueness Method (HUM), the control of minimal $L^{2}$-norm can be obtained by minimizing the functional $\mathcal{J}: H_{0}^{1}(0,1) \times L^{2}(0,1) \rightarrow \mathbb{R}$ defined as follows:

$$
\begin{equation*}
\mathcal{J}\left(w_{0}, w_{1}\right)=\frac{1}{2} \int_{0}^{T}\left(w_{x}(1, t)\right)^{2} d t+\int_{\Omega} y_{0}(x) w^{\prime}(x, 0) d x-<y_{1}, w(\cdot, 0)>_{H^{-1}, H_{0}^{1}} \tag{5}
\end{equation*}
$$

where $<\cdot, \cdot>_{H^{-1}, H_{0}^{1}}$ denotes the duality product between $H^{-1}(0,1)$ and $H_{0}^{1}(0,1)$ and $w$ the solution of the adjoint backward homogeneous equation

$$
\begin{cases}w^{\prime \prime}-w_{x x}=0, & 0<x<1, \quad 0<t<T  \tag{6}\\ w(0, t)=w(1, t)=0, & 0<t<T \\ w(x, T)=w_{0}(x), w^{\prime}(x, T)=w_{1}(x), & 0<x<1\end{cases}
$$

Then, the following result holds.
Theorem 1.2. Given any $T>2$ and $\left(y_{0}, y_{1}\right) \in L^{2}(0,1) \times H^{-1}(0,1)$ the functional $\mathcal{J}$ has an unique minimizer $\left(\hat{w}_{0}, \hat{w}_{1}\right) \in H_{0}^{1}(0,1) \times L^{2}(0,1)$. If $\hat{\omega}$ is the corresponding solution of (6) with initial data $\left(\hat{w}_{0}, \hat{w}_{1}\right)$ then $v(t)=$ $\hat{w}_{x}(1, t)$ is the control of (1) with minimal $L^{2}$-norm.
Remark 1.3. The control $v$ from Theorem 1.2 is usually referred as the HUM control. It may be characterized by the following property :
(1) $v$ is a control of (1) or equivalently,

$$
\begin{equation*}
\int_{0}^{T} v(t) w_{x}(1, t) d t=<y_{1}, w(., 0)>_{H^{-1}, H_{0}^{1}}-\int_{0}^{1} y_{0}(x) w^{\prime}(x, 0) d x \tag{7}
\end{equation*}
$$

for any $\left(w_{0}, w_{1}\right) \in H_{0}^{1}(0,1) \times L^{2}(0,1), w$ being the solution of the adjoint system (6).
(2) There exists $\left(\hat{w}_{0}, \hat{w}_{1}\right) \in H_{0}^{1}(0,1) \times L^{2}(0,1)$ such that $v(t)=\hat{w}_{x}(t, 1)$, where $\hat{w}$ is solution of the adjoint system (6) with initial data $\left(\hat{w}_{0}, \hat{w}_{1}\right)$.
This controllability property is equivalent to the existence of a constant $C(T)$ such that the observability inequality

$$
\begin{equation*}
E(t) \leq C(T) \int_{0}^{T}\left|u_{x}(1, t)\right|^{2} d t \tag{8}
\end{equation*}
$$

holds, where $E$ is the conservative energy, i.e. $E(t)=E(0), \forall t \in[0, T]$,

$$
\begin{equation*}
E(t) \equiv \frac{1}{2} \int_{0}^{1}\left[\left|u^{\prime}(x, t)\right|^{2}+\left|u_{x}(x, t)\right|^{2}\right] d x, \quad \forall 0 \leq t \leq T \tag{9}
\end{equation*}
$$

associated to $u$ solution of the system

$$
(\mathcal{A}) \begin{cases}u^{\prime \prime}-u_{x x}=0, & 0<x<1, \quad 0<t<T,  \tag{10}\\ u(0, t)=u(1, t)=0, & 0<t<T, \\ u(x, 0)=u_{0}(x), u^{\prime}(x, 0)=u_{1}(x), & 0<x<1 .\end{cases}
$$

Let us finally remark that the eigenvalues of system (1) are given by $\lambda_{k}=(k \pi)^{2}, k>0$ and the corresponding eigenfunctions $\left(\phi_{k}\right)_{k>0}$ are given by $\phi_{k}(x)=\sin \left(\sqrt{\lambda_{k}} x\right)$. Finally, we assume that any initial data ( $y_{0}, y_{1}$ ) of (1) may be expanded in Fourier series as follows:

$$
\begin{equation*}
y_{0}=\sum_{k>0} \bar{a}_{k} \phi_{k}, \quad y_{1}=\sum_{k>0} \bar{b}_{k} \phi_{k}, \tag{11}
\end{equation*}
$$

such that the solution $y$ of (1) can be written

$$
\begin{equation*}
y(., t)=\sum_{k>0}\left[\bar{a}_{k} \cos \left(\sqrt{\lambda_{k}} t\right)+\frac{\bar{b}_{k}}{\sqrt{\lambda_{k}}} \sin \left(\sqrt{\lambda_{k}} t\right)\right] \phi_{k} . \tag{12}
\end{equation*}
$$

## 2. A fully discrete finite difference model - Discrete controllability

### 2.1. Presentation of a discrete scheme associated to the wave equation

We introduce a finite difference approximation in space and time of the wave equation (1). Let us consider $J \in \mathbb{N}, h=1 /(J+1)$ and a uniform grid of the space interval $(0,1)$ given by $0=x_{0}<x_{1}<\ldots<x_{J}<x_{J+1}=1$, with $x_{j}=j h, j=0, \ldots, J+1$. Let us also consider $N \in \mathbb{N}, \Delta t=T / N$ and a uniform grid of the time interval $(0, T)$ given by $0=t_{0}<t_{1}<\ldots<t_{N}=1$, with $t_{n}=n \Delta t, n=0, \ldots, N . h$ and $\Delta t$ are the space and time step respectively. Let us denote by $y_{j}^{n}$ the approximation of $y$ at the node $x_{j}$ and at time $t_{n}$ :

$$
\begin{equation*}
y_{j}^{n} \approx y\left(x_{j}, t_{n}\right), \quad 0 \leq j \leq J+1,0 \leq n \leq N . \tag{13}
\end{equation*}
$$

We then associate to the continuous wave equation (1) the following discrete scheme :

$$
\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right) \begin{cases}\frac{1}{\Delta t^{2}}\left(\theta\left[y_{j+1}^{n+1}-2 y_{j+1}^{n}+y_{j+1}^{n-1}\right]+(1-2 \theta)\left[y_{j}^{n+1}-2 y_{j}^{n}+y_{j}^{n-1}\right]+\theta\left[y_{j-1}^{n+1}-2 y_{j-1}^{n}+y_{j-1}^{n-1}\right]\right)  \tag{14}\\ =\frac{1}{h^{2}}\left(\alpha\left[y_{j+1}^{n+1}-2 y_{j}^{n+1}+y_{j-1}^{n+1}\right]+(1-2 \alpha)\left[y_{j+1}^{n}-2 y_{j}^{n}+y_{j-1}^{n}\right]+\alpha\left[y_{j+1}^{n-1}-2 y_{j}^{n-1}+y_{j-1}^{n-1}\right]\right), \\ & 1 \leq j \leq J+1,0 \leq n \leq N, \\ y_{0}^{n}=0, \quad y_{J+1}^{n}=v_{h}^{n}, & 0 \leq n \leq N, \\ \frac{y_{j}^{0}+y_{j}^{1}}{2}=y_{0 j}, \quad \frac{y_{j}^{1}-y_{j}^{0}}{\Delta t}=y_{1 j}, & 0 \leq j \leq J+1 .\end{cases}
$$

Defining for $j=1, \ldots, J$ and $n=0, \ldots, N$ the following operators

$$
\begin{equation*}
\Delta_{h} y_{j}^{n}=\frac{y_{j+1}^{n}-2 y_{j}^{n}+y_{j-1}^{n}}{h^{2}}, \quad \Delta_{\Delta t} y_{j}^{n}=\frac{y_{j}^{n+1}-2 y_{j}^{n}+y_{j}^{n-1}}{\Delta t^{2}} \tag{15}
\end{equation*}
$$

the first equation of $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right)$ can be simply rewritten as follows:

$$
\begin{equation*}
\left(1+\theta h^{2} \Delta_{h}\right) \Delta_{\Delta t} y_{j}^{n}=\left(1+\alpha \Delta t^{2} \Delta_{\Delta t}\right) \Delta_{h} y_{j}^{n}, \quad 1 \leq j \leq J, \quad 0 \leq n \leq N . \tag{16}
\end{equation*}
$$

Then, according to the property $\Delta_{\Delta t}\left(\Delta_{h} y_{j}^{n}\right)=\Delta_{h}\left(\Delta_{\Delta_{t}} y_{j}^{n}\right), j=0, \ldots, J+1, n=0, \ldots, N$, the scheme $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right)$ is equivalent to

$$
\left(\mathcal{S}_{h, \Delta t}^{\theta_{\nu}, 0}\right) \begin{cases}\left(1+\theta_{\nu} h^{2} \Delta_{h}\right) \Delta_{\Delta t} y_{j}^{n}=\Delta_{h} y_{j}^{n}, & 1 \leq j \leq J, \quad 0 \leq n \leq N  \tag{17}\\ y_{0}^{n}=0, y_{J+1}^{n}=v_{n}^{n}, & 0 \leq n \leq N \\ \frac{y_{j}^{0}+y_{j}^{1}}{2}=y_{0 j}, \quad \frac{y_{j}^{h}-y_{j}^{0}}{\Delta t}=y_{1 j}, & 0 \leq j \leq J+1\end{cases}
$$

where

$$
\begin{equation*}
\theta_{\nu} \equiv \theta-\alpha \nu^{2} ; \quad \nu \equiv \Delta t / h \tag{18}
\end{equation*}
$$

We assume that the parameters $\theta, \alpha$ are positives and independent of $h$ and that the ratio $\nu$ is of order one, i.e. $\Delta t$ and $h$ are of same order (on the contrary, see Remark 3.15 below).
Remark 2.1. - $\theta=\alpha=0$ leads to $\theta_{\nu}=0$. Therefore, the scheme $\left(\mathcal{S}_{h, \Delta t}^{0,0}\right)$ corresponds to the usual centered finite difference scheme.

- $\left(\mathcal{S}_{h, \Delta t}^{0, \alpha}\right)$ corresponds to a Newmark scheme (see [26]) introduced in general in order to improve the stability of the scheme.
Let us rewrite the scheme $\left(\mathcal{S}_{h, \Delta t}^{\theta_{\nu}, 0}\right)$ in an equivalent vectorial form : we denote by $K \in \mathcal{M}_{J \times J}(\mathbb{R})$ the tridiagonal matrix associated to the approximation of the Laplacean

$$
K=\left(\begin{array}{cccccc}
2 & -1 & & & &  \tag{19}\\
-1 & 2 & -1 & & (0) & \\
& -1 & \ddots & \ddots & & \\
& & \ddots & \ddots & -1 & \\
& (0) & & -1 & 2 & -1 \\
& & & & -1 & 2
\end{array}\right)_{J \times J}
$$

and by $M_{0}^{\theta_{\nu}} \in \mathcal{M}_{J \times J}(\mathbb{R})$ the mass matrix :

$$
\begin{equation*}
M_{0}^{\theta_{\nu}}=I-\theta_{\nu} K \tag{20}
\end{equation*}
$$

If we denote by $\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{n}}$ the vector $\left(y_{1}^{n}, y_{2}^{n}, \ldots, y_{J}^{n}\right)^{T}, n=0, \ldots, N$, then $\left(\mathcal{S}_{h, \Delta t}^{\theta_{\nu}, 0}\right)$ takes the following vectorial form :

$$
\left\{\begin{array}{c}
M_{0}^{\theta_{\nu}}\left(\boldsymbol{Y}_{\boldsymbol{h}}^{n+\mathbf{1}}-2 \boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{n}}+\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{n}-\mathbf{1}}\right)+\nu^{2} K \boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{n}}=\boldsymbol{F}_{\boldsymbol{h}}^{n}, \quad 0 \leq n \leq N  \tag{21}\\
\frac{\boldsymbol{Y}_{h}^{0}+\boldsymbol{Y}_{\boldsymbol{h}}^{1}}{2}=\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \frac{\boldsymbol{Y}_{h}^{1}-\boldsymbol{Y}_{h}^{0}}{\Delta t}=\boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},
\end{array}\right.
$$

where $\boldsymbol{F}_{\boldsymbol{h}}^{\boldsymbol{n}}=\left(f_{1}^{n}, \ldots, f_{J-1}^{n}, f_{J}^{n}\right)$ with $f_{j}^{n}=0, j=1 \ldots J-1$ and

$$
\begin{equation*}
f_{J}^{n}=-\theta_{\nu}\left(v_{h}^{n+1}-2 v_{h}^{n}+v_{h}^{n-1}\right)+\nu^{2} v_{h}^{n}, \quad 0 \leq n \leq N \tag{22}
\end{equation*}
$$

taking into account that $y_{J+1}^{n}=v_{h}^{n}$ and $y_{0}^{n}=0$, for $n=0 \ldots N$.
Definition 2.2. Let $\boldsymbol{U}, \boldsymbol{V} \in \mathbb{R}^{J}$. We define the following scalar products

$$
\begin{equation*}
<\boldsymbol{U}, \boldsymbol{V}>=\sum_{j=1}^{J} U_{j} V_{j}, \quad(\boldsymbol{U}, \boldsymbol{V})=h<\boldsymbol{U}, \boldsymbol{V}> \tag{23}
\end{equation*}
$$

Definition 2.3. Let $(\boldsymbol{U}, \boldsymbol{V}) \in \mathbb{R}^{2 J}$ and $(\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{V}}) \in \mathbb{R}^{2 J}$. We define the symmetric products on $\mathbb{R}^{2 J}$

$$
\begin{align*}
& ((\boldsymbol{U}, \boldsymbol{V}),(\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{V}}))_{0} \equiv\left(K_{h} \tilde{\boldsymbol{U}}, \boldsymbol{U}\right)+\left(M_{0}^{\theta_{\nu}} \tilde{\boldsymbol{V}}, \boldsymbol{V}\right) \\
& ((\boldsymbol{U}, \boldsymbol{V}),(\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{V}}))_{1} \equiv\left(K_{h} \tilde{\boldsymbol{U}}, \boldsymbol{U}\right)+\left(M_{1}^{\theta_{\nu}} \tilde{\boldsymbol{V}}, \boldsymbol{V}\right) \tag{24}
\end{align*}
$$

where

$$
\begin{equation*}
M_{1}^{\theta_{\nu}}=M_{0}^{\theta_{\nu}}-\frac{\nu^{2}}{4} K, \quad K_{h}=\frac{K}{h^{2}} . \tag{25}
\end{equation*}
$$

Finally, we introduce the following subset of $\mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}_{\star}^{+}$:

## Definition 2.4.

$$
\begin{equation*}
\mathcal{S}=\left\{(\theta, \alpha, \nu) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}_{\star}^{+}, \cos ^{2}\left(\frac{\pi h}{2}\right)\left(\nu^{2}(1-4 \alpha)+4 \theta\right) \leq 1, \forall h>0\right\} \tag{26}
\end{equation*}
$$

### 2.2. Discrete controllability - Notations and Results

Our main goal is to study the controllability property associated to the discrete case: given $T$ large enough independent of $h$ and $\Delta t$ and $\left(\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right) \in \mathbb{R}^{2 J}$, does there exist a control function $\left(v_{h}^{n}\right)_{n}, n=0 \ldots N$, such that the solution $\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{n}}$ of (21) satisfies

$$
\begin{equation*}
\boldsymbol{Y}_{h}^{N}=\mathbf{0}, \quad \frac{\boldsymbol{Y}_{h}^{N}-\boldsymbol{Y}_{h}^{N-1}}{\Delta t}=\mathbf{0} \tag{27}
\end{equation*}
$$

and therefore $\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{N}}=\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{N}-\mathbf{1}}=\mathbf{0}$ ? If this holds for any $\left(\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right) \in \mathbb{R}^{2 J}$, we say that the system (21) is exactly controllable.

This finite dimensional controllability problem we have just addressed has a positive answer and a sequence of discrete controls $\left(v_{h}\right)_{h>0}$ may be found. Let us now describe how this sequence may be constructed such that the convergence to the HUM control of the continuous problem is ensured. We introduce the Fourier expansion of the initial data $\left(\boldsymbol{y}_{\mathbf{0 h}}, \boldsymbol{y}_{\mathbf{1 h}}\right)$ in (21). Remark that the eigenvalues $\lambda_{k, h}^{\theta, \alpha}, k=1, \ldots, J$ of system (21) are given, for all $(\theta, \alpha, \nu) \in \mathcal{S}$, by :

$$
\begin{equation*}
\lambda_{k, h}^{\theta, \alpha}=\left[\frac{2}{\Delta t} \arcsin \left(\frac{\nu \sin (k \pi h / 2)}{\sqrt{1-4\left(\theta-\alpha \nu^{2}\right) \sin ^{2}(k \pi h / 2)}}\right)\right]^{2}, \quad \forall k=1, \ldots, J \tag{28}
\end{equation*}
$$

such that $0<\lambda_{1, h}^{\theta, \alpha}<\lambda_{2, h}^{\theta, \alpha}<\ldots<\lambda_{J, h}^{\theta, \alpha}$ while the corresponding eigenfunctions $\left(\boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}\right)_{(1 \leq k \leq J)}$ are given by $\phi_{\boldsymbol{k}, \boldsymbol{h}}=\left(\phi_{k, j}\right)_{(1 \leq j \leq J)}$, with $\phi_{k, j}=\sin (k \pi j h)$. We then assume that any initial data $\left(\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right)$ may be expanded in Fourier series as follows :

$$
\begin{align*}
& \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}=\frac{1}{2} \sum_{k=1}^{J}\left[\bar{a}_{k, h}\left(1+\cos \left(\sqrt{\lambda_{k, h}^{\theta, \alpha}} \Delta t\right)\right)+\frac{\bar{b}_{k, h}}{\sqrt{\lambda_{k, h}^{\theta, \alpha}}} \sin \left(\sqrt{\lambda_{k}^{\theta, \alpha}} \Delta t\right)\right] \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}, \\
& \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}=\sum_{k=1}^{J}\left[\bar{a}_{k, h} \frac{\cos \left(\sqrt{\lambda_{k, h}^{\theta, \alpha}} \Delta t\right)-1}{\Delta t}+\frac{\bar{b}_{k, h}}{\sqrt{\lambda_{k, h}^{\theta, \alpha}}} \frac{\sin \left(\sqrt{\lambda_{k, h}^{\theta, \alpha}} \Delta t\right)}{\Delta t}\right] \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}} \tag{29}
\end{align*}
$$

Therefore, $\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{n}}$ takes the following form:

$$
\begin{equation*}
\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{n}}=\sum_{k=1}^{J}\left[\bar{a}_{k, h} \cos \left(\sqrt{\lambda_{k, h}^{\theta, \alpha}} n \Delta t\right)+\frac{\bar{b}_{k, h}}{\sqrt{\lambda_{k, h}^{\theta, \alpha}}} \sin \left(\sqrt{\lambda_{k, h}^{\theta, \alpha}} n \Delta t\right)\right] \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}} \tag{30}
\end{equation*}
$$

In the sequel, $\left(\bar{a}_{k, h}\right)_{(k>0)}$ and $\left(\bar{b}_{k, h}\right)_{(k>0)}$ will denote the sequence of the Fourier coefficients extended by zero, i.e. we assume $\bar{a}_{k, h}=\bar{b}_{k, h}=0$ when $k>J$.

Let us also consider a cut-off function $\rho \in C_{c}^{\infty}[0, T]$ such that $\rho(t)=1$ for $t \in[\epsilon, T-\epsilon]$, for any $\epsilon>0$. Taking $\epsilon=2 \Delta t$, we approximate this function by $\rho^{n}=\rho(n \Delta t)=1$ for $n \in[2, N-2]$ and $\rho^{n}=0$ otherwise. We then
define the discrete version $\mathcal{J}_{h}: \mathbb{R}^{2 J} \rightarrow \mathbb{R}$ of the functional $\mathcal{J}$ defined in (5) as follows :

$$
\begin{align*}
\mathcal{J}_{h}\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right) & =\frac{\Delta t}{2} \sum_{n=0}^{N-1}\left[\left(\frac{w_{J}^{n}}{h}\right)^{2}+\rho^{n} \theta_{\nu}\left(\frac{w_{J}^{n+1}-w_{J}^{n}}{\Delta t}\right)^{2}\right]  \tag{31}\\
& -\left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right),\left(\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)\right)_{1}
\end{align*}
$$

where $\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}$ is the solution of the following adjoint homogeneous system :

$$
\left\{\begin{array}{l}
M_{0}^{\theta_{\nu}}\left(\boldsymbol{W}_{h}^{n+1}-2 \boldsymbol{W}_{\boldsymbol{h}}^{n}+\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n - 1}}\right)+\nu^{2} K \boldsymbol{W}_{\boldsymbol{h}}^{n}=0, \quad 0 \leq n \leq N,  \tag{32}\\
\quad \frac{\boldsymbol{W}_{h}^{N-1}+\boldsymbol{W}_{h}^{N}}{2}=\boldsymbol{w}_{\mathbf{0} h}, \frac{\boldsymbol{W}_{h}^{N}-\boldsymbol{W}_{h}^{N-1}}{\Delta t}=\boldsymbol{w}_{\mathbf{1} h} .
\end{array}\right.
$$

Let us then introduce the following definition
Definition 2.5. We define $\mathcal{C}=\mathcal{C}_{\boldsymbol{1}} \cup \mathcal{C}_{\mathbf{2}}$ with

$$
\begin{align*}
& \mathcal{C}_{\mathbf{1}}=\left\{(\theta, \alpha, \nu) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}_{\star}^{+}, \theta=\alpha=1 / 4\right\} \\
& \mathcal{C}_{\mathbf{2}}=\left\{(\theta, \alpha, \nu) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}_{\star}^{+}, \nu=\sqrt{\frac{1-4 \theta}{1-4 \alpha}},(1-4 \alpha)(1-4 \theta)>0\right\} . \tag{33}
\end{align*}
$$

Remark 2.6. We have $\mathcal{C} \subset \mathcal{S}$. Actually, $\alpha, \theta$ and $\nu$ being independent of $h$, it is easy to see that

$$
\begin{equation*}
\mathcal{C}=\left\{(\theta, \alpha, \nu) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}_{\star}^{+}, \lim _{h \rightarrow 0} \cos ^{2}(\pi h / 2)\left(\nu^{2}(1-4 \alpha)+4 \theta\right)=1\right\} \tag{34}
\end{equation*}
$$

The relation between the controllability of (21) and the functional $\mathcal{J}_{h}$ is given by the following theorem which is a discrete version of Theorem 1.2.
Theorem 2.7. Let $(\theta, \alpha, \nu) \in \mathcal{C}$. Given any $T>2 \max \left(1, \nu^{2}\right)$ and $\left(\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right) \in \mathbb{R}^{2 J}$, the functional $\mathcal{J}_{h}$ defined by (31) has a unique minimizer $\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right) \in \mathbb{R}^{2 J}$. Let $v_{h}=\left(v_{h}^{n}\right)_{n}$ defined as follows:

$$
\left\{\begin{array}{l}
v_{h}^{n}-\theta_{\nu} h^{2} \frac{v_{h}^{n+1}-2 v_{h}^{n}+v_{h}^{n-1}}{\Delta t^{2}}=\frac{\hat{W}_{J}^{n}}{h}-\theta_{\nu} h \frac{\rho^{n} \frac{\hat{W}_{J}^{n+1}-\hat{W}_{J}^{n}}{\Delta t}-\rho^{n-1} \frac{\hat{W}_{J}^{n}-\hat{W}_{J}^{n-1}}{\Delta t}}{\Delta t}, \quad 0 \leq n \leq N,  \tag{35}\\
\theta_{\nu}\left(v_{h}^{1}-v_{h}^{0}\right)=0, \quad \theta_{\nu}\left(v_{h}^{N}-v_{h}^{N-1}\right)=0
\end{array}\right.
$$

where $\hat{\boldsymbol{W}}_{\boldsymbol{h}}^{\boldsymbol{n}}$ is the solution of (32) with initial data $\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right)$. Then, $v_{h}=\left(v_{h}^{n}\right)_{n}$ is a control for (21).
The proof of Theorem 2.7 will be given in section 4 . We now define the extensions $Q$ and $P$ of $v_{h}$ on $[0, T]$ :

$$
\left\{\begin{array}{l}
Q\left(v_{h}\right)=\left\{\begin{array}{l}
\text { the piecewise constant function in each interval } \quad\left[t_{n}, t_{n+1}[\quad \text { such that }\right. \\
Q\left(v_{h}\right)\left(t_{n}\right)=v_{h}^{n}, \quad 0 \leq n \leq N-1
\end{array}\right.  \tag{36}\\
P\left(v_{h}\right)=\left\{\begin{array}{l}
\text { the continuous function linear in each interval } \quad\left[t_{n}, t_{n+1}\right] \quad \text { such that } \\
P\left(v_{h}\right)\left(t_{n}\right)=v_{h}^{n}, \quad 0 \leq n \leq N-1
\end{array}\right.
\end{array}\right.
$$

One of the main results of this paper is the following convergence theorem.
Theorem 2.8. Let $(\theta, \alpha, \nu) \in \mathcal{C}$ and $T>2 \max \left(1, \nu^{2}\right)$. Let $\left(\boldsymbol{Y}_{\mathbf{0 h}}, \boldsymbol{Y}_{\boldsymbol{1 h}}\right)$ be a sequence of discretizations of the continuous initial data $\left(y_{0}, y_{1}\right)$. Assume that $\left(a_{k, h}, b_{k, h}\right)_{k}$, the Fourier coefficients of the discrete initial data verify

$$
\begin{equation*}
\left(a_{k, h}\right)_{k} \rightharpoonup\left(a_{k}\right)_{k},\left(\frac{b_{k, h}}{\sqrt{\lambda_{k, h}^{\theta, \alpha}}}\right)_{k} \rightharpoonup\left(\frac{b_{k}}{k \pi}\right)_{k} \text { in } l^{2} \text { when } h \rightarrow 0 \tag{37}
\end{equation*}
$$

where $\left(a_{k}, b_{k}\right)$ are the Fourier coefficients of the continuous initial data. Let $\left(v_{h}\right)_{h}$ be the sequence of controls given by Theorem 2.7. Then $\left(Q\left(v_{h}\right)\right)_{h}$ and $\left(h P\left(v_{h}\right)^{\prime}\right)_{h}$ are uniformly bounded in $L^{2}(0, T),\left(h^{2} P\left(v_{h}\right)^{\prime}\right)_{h}$ is uniformly bounded in $L^{\infty}(0, T)$ and there exist a subsequence (denoted in the same way) and $v \in L^{2}(0, T)$ such that

$$
\begin{align*}
& Q\left(v_{h}\right) \rightharpoonup v \in L^{2}([0, T]) \text { when } h \rightarrow 0, \\
& h P\left(v_{h}\right)^{\prime} \rightharpoonup 0 \in L^{2}([0, T]) \text { when } h \rightarrow 0  \tag{38}\\
& h^{2} P\left(v_{h}\right)^{\prime} \rightharpoonup 0 \in L^{\infty}([0, T]) \text { when } h \rightarrow 0 .
\end{align*}
$$

Moreover, the limit $v$ is the HUM control of the continuous system (1).
If the convergence in (37) is strong, then the above convergences are strong too.
The proof of Theorem 2.8 will be given in section 5 .
Remark 2.9. $\Delta t$ and $h$ being of same order, the limit $h \rightarrow 0$ in Theorem 2.8 implicitly implies that $\Delta t \rightarrow 0$.

## 3. The homogeneous system

As recalled in the section 2., the controllability property stated in Theorem 1.1 is equivalent to an observability inequality for the homogeneous system. In this section, we prove that a discrete version of such inequality holds for the following homogeneous system:

$$
\left(\mathcal{A}_{h, \Delta t}^{\theta, \alpha}\right) \begin{cases}\left(1+\theta_{\nu} h^{2} \Delta_{h}\right) \Delta_{\Delta t} u_{j}^{n}=\Delta_{h} u_{j}^{n}, & 1 \leq j \leq J, \quad 0 \leq n \leq N  \tag{39}\\ u_{0}^{n}=u_{J+1}^{n}=0, & 0 \leq n \leq N \\ \left(u_{j}^{0}+u_{j}^{1}\right) / 2=u_{0 j}, \quad\left(u_{j}^{1}-u_{j}^{0}\right) / \Delta t=u_{1 j}, & 0 \leq j \leq J+1\end{cases}
$$

which takes the following vectorial form

$$
\left\{\begin{array}{c}
M_{0}^{\theta_{\nu}}\left(\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n + 1}}-2 \boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}+\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}-\mathbf{1}}\right)+\nu^{2} K \boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}=0 \quad n=0, \ldots, N,  \tag{40}\\
\frac{\boldsymbol{U}_{\boldsymbol{h}}^{\mathrm{o}}+\boldsymbol{U}_{\boldsymbol{h}}^{1}}{2}=\boldsymbol{u}_{\mathbf{0} \boldsymbol{h}}, \frac{\boldsymbol{U}_{\boldsymbol{h}}^{1}-\boldsymbol{U}_{\boldsymbol{h}}^{0}}{\Delta t}=\boldsymbol{u}_{\mathbf{1} \boldsymbol{h}} .
\end{array}\right.
$$

where $\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}=\left(u_{1}^{n}, \ldots, u_{J}^{n}\right)^{T}$.

### 3.1. Study of the scheme $\left(\mathcal{A}_{h, \Delta t}^{\theta, \alpha}\right)$

Definition 3.1. The discrete energy $E_{n}^{\theta, \alpha}, n=0, \ldots, N$, associated to the scheme (39) is

$$
\begin{equation*}
E_{n}^{\theta, \alpha}=\frac{h}{2} \sum_{j=0}^{J}\left[\left(\frac{u_{j}^{n+1}-u_{j}^{n}}{\Delta t}\right)^{2}-\theta_{\nu}\left[\left(\frac{u_{j+1}^{n+1}-u_{j+1}^{n}}{\Delta t}\right)-\left(\frac{u_{j}^{n+1}-u_{j}^{n}}{\Delta t}\right)\right]^{2}+\left(\frac{u_{j+1}^{n+1}-u_{j}^{n+1}}{h}\right)\left(\frac{u_{j+1}^{n}-u_{j}^{n}}{h}\right)\right] . \tag{41}
\end{equation*}
$$

Remark 3.2. We have the important equalities

$$
\begin{align*}
E_{n}^{\theta, \alpha} & =\frac{1}{2}\left(K_{h} \boldsymbol{U}_{\boldsymbol{h}}^{n+\boldsymbol{1}}, \boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}\right)+\frac{1}{2}\left(\left(I-\theta_{\nu} K\right) \frac{\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n + 1}}-\boldsymbol{U}_{\boldsymbol{h}}^{n}}{\Delta t}, \frac{\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n + 1}}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}}{\Delta t}\right) \\
& =\frac{1}{2}\left(\left(\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n + 1}}, \frac{\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n + 1}}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}}{\Delta t}\right),\left(\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}, \frac{\boldsymbol{U}_{\boldsymbol{h}}^{n+1}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}}{\Delta t}\right)\right)_{0}=\frac{1}{2}\left\|\left(\frac{\boldsymbol{U}_{\boldsymbol{h}}^{n+\boldsymbol{1}}+\boldsymbol{U}_{\boldsymbol{h}}^{n}}{2}, \frac{\boldsymbol{U}_{\boldsymbol{h}}^{n+\boldsymbol{1}}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}}{\Delta t}\right)\right\|_{1}^{2} . \tag{42}
\end{align*}
$$

The following proposition indicates that the discrete system (39) is conservative:
Proposition 3.3. The energy $E_{n}^{\theta, \alpha}$ is constant in time :

$$
\begin{equation*}
E_{n}^{\theta, \alpha}=E_{0}^{\theta, \alpha}, \quad \forall n=1, \ldots, N, \quad \forall \theta, \alpha \geq 0 \tag{43}
\end{equation*}
$$

Proof. Multiplying the first equation of 40 by $\left(\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n + 1}}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}-\mathbf{1}}\right)$ and using the symmetry of $K$ and $M_{0}^{\theta, \nu}$, we obtain the relation

$$
\begin{align*}
& \left(M_{0}^{\theta, \nu}\left(\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n + 1}}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}\right),\left(\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n + 1}}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}\right)\right)+\nu^{2}\left(K \boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}+\mathbf{1}}, \boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}\right) \\
& \quad=\left(M_{0}^{\theta, \nu}\left(\boldsymbol{U}_{\boldsymbol{h}}^{n}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}-\mathbf{1}}\right),\left(\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}-\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}-\mathbf{1}}\right)\right)+\nu^{2}\left(K \boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}, \boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}-\mathbf{1}}\right) \tag{44}
\end{align*}
$$

Then, multiplying by $1 /\left(2 \Delta t^{2}\right)$ and using the equality of (42), we obtain

$$
\begin{equation*}
E_{n}^{\theta, \alpha}=E_{n-1}^{\theta, \alpha}, \quad \forall n=1, \ldots, N, \tag{45}
\end{equation*}
$$

leading to $E_{n}^{\theta, \alpha}=E_{0}^{\theta, \alpha}, \forall n=1 \ldots N$. This completes the proof of Proposition 3.3.
Lemma 3.4. For all $\alpha, \theta>0$, we have

$$
\begin{equation*}
E_{n}^{\theta, \alpha} \geq \frac{1}{4 h} \min \left(1, \frac{1-4 \theta_{\nu}}{\nu^{2}}\right) \sum_{j=0}^{J}\left[\left(u_{j}^{n+1}-u_{j+1}^{n}\right)^{2}+\left(u_{j+1}^{n+1}-u_{j}^{n}\right)^{2}\right] . \tag{46}
\end{equation*}
$$

Proof. Let us first consider the case $\theta_{\nu} \geq 0$. We first write that

$$
\begin{equation*}
E_{n}^{\theta, \alpha} \geq \frac{h}{2} \sum_{j=0}^{J}\left[\left(\frac{u_{j}^{n+1}-u_{j}^{n}}{\Delta t}\right)^{2}-2 \theta_{\nu}\left[\left(\frac{u_{j+1}^{n+1}-u_{j+1}^{n}}{\Delta t}\right)^{2}+\left(\frac{u_{j}^{n+1}-u_{j}^{n}}{\Delta t}\right)^{2}\right]+\left(\frac{u_{j+1}^{n+1}-u_{j}^{n+1}}{h}\right)\left(\frac{u_{j+1}^{n}-u_{j}^{n}}{h}\right)\right] \tag{47}
\end{equation*}
$$

then using the Dirichlet boundary condition, it follows that

$$
\begin{equation*}
E_{n}^{\theta, \alpha} \geq \frac{h}{2} \sum_{j=0}^{J}\left[\left(1-4 \theta_{\nu}\right)\left(\frac{u_{j}^{n+1}-u_{j}^{n}}{\Delta t}\right)^{2}+\left(\frac{u_{j+1}^{n+1}-u_{j}^{n+1}}{h}\right)\left(\frac{u_{j+1}^{n}-u_{j}^{n}}{h}\right)\right] \tag{48}
\end{equation*}
$$

and then

$$
\begin{align*}
E_{n}^{\theta, \alpha} & \geq \frac{1}{2 h} \sum_{j=0}^{J}\left[\frac{1-4 \theta_{\nu}}{\nu^{2}}\left(u_{j}^{n+1}-u_{j}^{n}\right)^{2}+\left(u_{j+1}^{n+1}-u_{j}^{n+1}\right)\left(u_{j+1}^{n}-u_{j}^{n}\right)\right] \\
& \geq \frac{1}{2 h} \min \left(1, \frac{1-4 \theta_{\nu}}{\nu^{2}}\right) \sum_{j=0}^{J}\left[\left(u_{j}^{n+1}-u_{j}^{n}\right)^{2}+\left(u_{j+1}^{n+1}-u_{j}^{n+1}\right)\left(u_{j+1}^{n}-u_{j}^{n}\right)\right] \tag{49}
\end{align*}
$$

Finally, simple computations (see for instance [22]) lead to

$$
\begin{equation*}
\sum_{j=0}^{J}\left[\left(u_{j}^{n+1}-u_{j}^{n}\right)^{2}+\left(u_{j+1}^{n+1}-u_{j}^{n+1}\right)\left(u_{j+1}^{n}-u_{j}^{n}\right)\right]=\frac{1}{2} \sum_{j=0}^{J}\left[\left(u_{j}^{n+1}-u_{j+1}^{n}\right)^{2}+\left(u_{j+1}^{n+1}-u_{j}^{n}\right)^{2}\right] \tag{50}
\end{equation*}
$$

leading to the result. Finally, in the case $\theta_{\nu}<0$, we have $\min \left(1,\left(1-4 \theta_{\nu}\right) / \nu^{2}\right)=1$ and the result is obvious. This lemma implies the following proposition.
Proposition 3.5. For all $(\theta, \alpha, \nu) \in \mathcal{S}$, the energy satisfies:

$$
\begin{equation*}
E_{n}^{\theta, \alpha}=0 \quad \Longleftrightarrow \quad\left(u_{j}^{n}\right)_{j}=0 \tag{51}
\end{equation*}
$$

Proof. $(\theta, \alpha, \nu) \in \mathcal{S}$ implies that $\left(1-4 \theta_{\nu}\right) / \nu^{2}>1-\nu^{-2} \tan ^{2}(\pi h / 2)>0$ for $h>0$ small enough. Then, according to Lemma 3.4, if the energy vanishes, we have that $u_{j}^{n+1}=u_{j+1}^{n}$ and $u_{j+1}^{n+1}=u_{j}^{n}$ for all $j=0, \ldots, J$. Then taking into account that $u_{0}^{n}=u_{J+1}^{n}=0$, we get the result. According to Remark $3.2,\|\cdot\|_{1}$ is then a natural norm associated to the energy $E_{n}^{\theta, \alpha}$.

Proposition 3.6 (Stability). The scheme $\left(\mathcal{A}_{h, \Delta t}^{\theta, \alpha}\right)$ is stable if and only if $(\theta, \alpha, \nu) \in \mathcal{S}$.
Proof. The scheme $\left(\mathcal{A}_{h, \Delta t}^{\theta, \alpha}\right)$ is stable if $E_{0}^{\theta, \alpha}$ is a positive quadratic form, i.e. if the matrix $M_{1}^{\theta_{\nu}}$ is positive definite (we recall that the matrix $K_{h}$ is positive definite). The eigenvalues $0<\lambda_{1}^{K}<\lambda_{2}^{K}<\ldots<\lambda_{J}^{K}$ of the matrix $K$ are given by $\lambda_{j}^{K}=4 \sin ^{2}(j \pi h / 2)$. This implies that the eigenvalues of $M_{1}^{\theta_{\nu}}=I-\left(\theta_{\nu}+\nu^{2} / 4\right) K$ are given by

$$
\begin{equation*}
\lambda_{j}^{M_{1}^{\theta_{\nu}}}=1-4\left(\theta_{\nu}+\frac{\nu^{2}}{4}\right) \sin ^{2}\left(\frac{j \pi h}{2}\right), \quad 1 \leq j \leq J \tag{52}
\end{equation*}
$$

Then, the matrix is positive definite if $\max _{1 \leq j \leq J} \lambda_{j}^{M_{1}^{\theta}}>0$, implying $\max _{1 \leq j \leq J} \sin ^{2}(k \pi h / 2)\left(\nu^{2}(1-4 \alpha)+4 \theta\right)<1$ and finally the condition $(\theta, \alpha, \nu) \in \mathcal{S}$ using $J=1 / h-1$.
Proposition 3.7 (Consistency). For all $\theta, \alpha \geq 0$, the error of consistency produced by the scheme $\left(\mathcal{A}_{h, \Delta t}^{\theta, \alpha}\right)$ is of order

$$
\begin{equation*}
(\theta-1 / 12) O\left(h^{2}\right)+(\alpha-1 / 12) O\left(\Delta t^{2}\right)+O\left(h^{4}\right)+O\left(\Delta t^{4}\right)+O\left(h^{2} \Delta t^{2}\right) \tag{53}
\end{equation*}
$$

Proof. Formally, using Taylor developments, we obtain

$$
\begin{align*}
\left(1+\theta h^{2} \Delta_{h}\right) \Delta_{\Delta t} u\left(x_{j}, t_{n}\right)=u_{t t}( & x_{j}, \\
& \left.t_{n}\right)+\frac{1}{12} \Delta t^{2} u_{t t t t}\left(x_{j}, t_{n}\right) \\
& +  \tag{54}\\
& \theta h^{2} u_{t t x x}\left(x_{j}, t_{n}\right)+O\left(h^{2} \Delta t^{2}\right)+O\left(h^{4}\right)+O\left(\Delta t^{4}\right) \\
\left(1+\alpha \Delta t^{2} \Delta_{\Delta t}\right) \Delta_{h} u\left(x_{j}, t_{n}\right)=u_{x x} & \left(x_{j}, t_{n}\right)+\frac{1}{12} h^{2} u_{x x x x}\left(x_{j}, t_{n}\right) \\
& +\alpha \Delta t^{2} u_{x x t t}\left(x_{j}, t_{n}\right)+O\left(h^{2} \Delta t^{2}\right)+O\left(h^{4}\right)+O\left(\Delta t^{4}\right)
\end{align*}
$$

leading to

$$
\begin{align*}
& \left.\left[\left(1+\theta h^{2} \Delta_{h}\right) \Delta_{\Delta t}-\left(1+\alpha \Delta t^{2} \Delta_{\Delta t}\right) \Delta_{h}\right)\right] u\left(x_{j}, t_{n}\right)-\left[u_{t t}-u_{x x}\right]\left(x_{j}, t_{n}\right)= \\
& \quad h^{2}\left[\theta u_{t t x x}\left(x_{j}, t_{n}\right)-\frac{1}{12} u_{x x x x}\left(x_{j}, t_{n}\right)\right]+\Delta t^{2}\left[\frac{1}{12} u_{t t t t}\left(x_{j}, t_{n}\right)-\alpha u_{x x t t}\left(x_{j}, t_{n}\right)\right]+O\left(h^{2} \Delta t^{2}\right)+O\left(h^{4}\right)+O\left(\Delta t^{4}\right) \tag{55}
\end{align*}
$$

Then, using $u_{t t}\left(x_{j}, t_{n}\right)-u_{x x}\left(x_{j}, t_{n}\right)=0$, we formally obtain that

$$
\begin{align*}
& \left.\left[\left(1+\theta h^{2} \Delta_{h}\right) \Delta_{\Delta t}-\left(1+\alpha \Delta t^{2} \Delta_{\Delta t}\right) \Delta_{h}\right)\right] u\left(x_{j}, t_{n}\right)-\left[u_{t t}-u_{x x}\right]\left(x_{j}, t_{n}\right)= \\
& \quad\left[h^{2}\left(\theta-\frac{1}{12}\right)+\Delta t^{2}\left(\frac{1}{12}-\alpha\right)\right] u_{t t t t}\left(x_{j}, t_{n}\right)+O\left(h^{2} \Delta t^{2}\right)+O\left(h^{4}\right)+O\left(\Delta t^{4}\right) \tag{56}
\end{align*}
$$

Equation (56) then gives the result. Finally, it appears also that for $\theta=\alpha$ and $\Delta t=h$ leading to $\theta_{\nu}=0$ and to the scheme $\left(\mathcal{A}_{h, h}^{\theta, \theta}\right)$, the consistency is arbitrarily large.
Remark 3.8. From (56), we remark that for $\nu=\sqrt{(1-12 \theta) /(1-12 \alpha)}$, the consistency is fourth order in time and space. However, in this case $(\theta, \alpha, \nu) \notin \mathcal{C}$.

The consistency and the stability of the scheme $\left(\mathcal{A}_{h, \Delta t}^{\theta, \alpha}\right)$ imply, using the Lax theory, the convergence in a suitable norm of the sequence $\left(\boldsymbol{U}_{\boldsymbol{h}}\right)_{h, \Delta t}$ towards $u$ solution of the system $(\mathcal{A})$ when $h, \Delta t$ go to zero.

### 3.2. Uniform discrete observability inequality

The aim of this section is to prove the following fundamental theorem.
Theorem 3.9. Let $(\theta, \alpha, \nu) \in \mathcal{C}$ and $T>2 \max \left(1, \nu^{2}\right)$. There exist two constants $C_{1}, C_{2}>0$ independent of $h$ and $\Delta t$ such that

$$
\begin{equation*}
C_{1} E_{0}^{\theta, \alpha} \leq \Delta t \sum_{n=0}^{N-1}\left(\left|\frac{u_{J}^{n}}{h}\right|^{2}+\theta_{\nu}\left|\frac{u_{J}^{n+1}-u_{J}^{n}}{\Delta t}\right|^{2}\right) \leq C_{2} E_{0}^{\theta, \alpha} \tag{57}
\end{equation*}
$$

The left part of (57) is a uniform discrete observability inequality, discrete version of the inequality

$$
\begin{equation*}
E(0) \leq C \int_{0}^{T}\left[\left(u_{x}(1, t)\right)^{2}+p \theta_{\nu}\left(u_{x}^{\prime}(1, t)\right)^{2}\right] d t \tag{58}
\end{equation*}
$$

with $p=h^{2}$, similar to (8). It is possible to prove these inequalities using a discrete multiplier technique (see for instance [14] in the continuous case and [21] in the discrete case). However, for simplicity, we present a proof based on Fourier analysis. In this respect, we assume that the solution $\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}$ takes the following form

$$
\begin{equation*}
\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}=\sum_{k=1}^{J}\left[a_{k, h} \cos \left(\sqrt{\lambda_{k, h}^{\theta, \alpha}} n \Delta t\right)+\frac{b_{k, h}}{\sqrt{\lambda_{k, h}^{\theta, \alpha}}} \sin \left(\sqrt{\lambda_{k, h}^{\theta, \alpha}} n \Delta t\right)\right] \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}} \tag{59}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\boldsymbol{U}_{\boldsymbol{h}}^{\boldsymbol{n}}=\sum_{|k| \leq J, k \neq 0} c_{k, h} e^{i \mu_{k, h} n \Delta t} \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}} \tag{60}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{-k, h}=-\mu_{k, h} ; \mu_{k, h}=\sqrt{\lambda_{k, h}^{\theta, \alpha}} ; c_{k, h}=\frac{a_{k, h}-i b_{k, h} / \mu_{k, h}}{2} ; c_{-k, h}=\overline{c_{k, h}} . \tag{61}
\end{equation*}
$$

Let us first show the
Proposition 3.10. Let $(\theta, \alpha, \nu) \in \mathcal{C}$. For every $T>2 \max \left(1, \nu^{2}\right)$, there exist two constants $c, C>0$ independent of $\Delta t$ and $h$ such that

$$
\begin{align*}
c(T) \min \left(1, \nu^{-2}\right) \sum_{|k| \leq J, k \neq 0}\left|c_{k, h}\right|^{2}\left|\frac{\sin (k \pi h)}{h}\right|^{2} & \leq \Delta t \sum_{n=0}^{N-1}\left(\left|\frac{u_{J}^{n}}{h}\right|^{2}+\theta_{\nu}\left|\frac{u_{J}^{n+1}-u_{J}^{n}}{\Delta t}\right|^{2}\right) \\
& \leq C(T) \max \left(1, \nu^{-2}\right) \sum_{|k| \leq J, k \neq 0}\left|c_{k, h}\right|^{2}\left|\frac{\sin (k \pi h)}{h}\right|^{2} \tag{62}
\end{align*}
$$

In order to show these inequalities, we use the following discrete version of Ingham's inequality for nonharmonic Fourier series proved in [23].

Theorem 3.11 (Discrete Ingham inequality). Let $\Delta t>0$ and $\left\{\mu_{k}\right\}$ be a sequence of reel numbers satisfying for some $\gamma$ and $0 \leq p<1 / 2$ the conditions :

$$
\begin{align*}
& \mu_{k+1}-\mu_{k} \geq \gamma>0, \quad \forall k \in \mathbb{Z}, \\
& \left|\mu_{k}-\mu_{l}\right| \leq \frac{2 \pi-(\Delta t)^{p}}{\Delta t}, \quad \forall k, l \in \mathbb{Z} \tag{63}
\end{align*}
$$

Then, for every $T>2 \pi / \gamma$, there exist two positives constants $C_{1}(T, \gamma)$ and $C_{2}(T, \gamma)$ such that

$$
\begin{equation*}
C_{1}(T, \gamma) \sum_{k=-J}^{J}\left|c_{k}\right|^{2} \leq \Delta t \sum_{n=0}^{N-1} \sum_{k=-J}^{J}\left|c_{k} e^{i n \Delta t \mu_{k}}\right|^{2} \leq C_{2}(T, \gamma) \sum_{k=-J}^{J}\left|c_{k}\right|^{2} \tag{64}
\end{equation*}
$$

for every complex sequence $\left(c_{k}\right)_{k \in Z} \in l^{2}$.
If $(\theta, \alpha, \nu) \in \mathcal{C}$, the conditions (63) are fullfiled :

Lemma 3.12. Let $(\theta, \alpha, \nu) \in \mathcal{C}$. Then,

$$
\begin{align*}
& \sqrt{\lambda_{j, h}^{\theta, \alpha}}-\sqrt{\lambda_{j-1, h}^{\theta, \alpha}} \geq \pi \min \left(1, \nu^{-2}\right) \quad \forall j=2, \ldots, J \\
& \left|\sqrt{\lambda_{j, h}^{\theta, \alpha}}-\sqrt{\lambda_{k, h}^{\theta, \alpha}}\right| \leq 2 \pi \Delta t^{-1}+O(1) \quad \forall j, k=1, \ldots, J \tag{65}
\end{align*}
$$

Proof. The first inequality is a consequence of the following relation obtained using a Taylor expansion. For instance, for $(\theta, \alpha, \nu) \in \mathcal{C}_{2}$, we obtain :

- $\sqrt{\lambda_{k, h}^{\theta, \alpha}}-\sqrt{\lambda_{k-1, h}^{\theta, \alpha}}=\pi+O\left(h^{2}\right), \quad \forall k \ll J$,
- $\sqrt{\lambda_{\beta J, h}^{\theta, \alpha}}-\sqrt{\lambda_{\beta J-1, h}^{\theta, \alpha}}=\pi \frac{1-4 \alpha}{1-4 \theta+4(\theta-\alpha) \cos ^{2}\left(\frac{\beta \pi}{2}\right)}+O\left(h^{2}\right), \quad \forall 0 \leq \beta \leq 1$.

The second inequality, less restrictive, is a consequence of the following relations

- $\sqrt{\lambda_{k, h}^{\theta, \alpha}}-\sqrt{\lambda_{l, h}^{\theta, \alpha}}=(k-l) \pi+O\left(h^{2}\right), \quad \forall k, l \ll J$,
- $\sqrt{\lambda_{\beta_{1} J, h}^{\theta, \alpha}}-\sqrt{\lambda_{\beta_{2} J, h}^{\theta, \alpha}}=2 \frac{\sqrt{1-4 \alpha}}{\sqrt{1-4 \theta}}\left(f\left(\beta_{1}\right)-f\left(\beta_{2}\right)\right) h^{-1}+O(1), \quad \forall 0 \leq \beta_{1}, \beta_{2} \leq 1$

$$
\begin{equation*}
=2\left(f\left(\beta_{1}\right)-f\left(\beta_{2}\right)\right) \Delta t^{-1}+O(1) \tag{67}
\end{equation*}
$$

where

$$
\begin{equation*}
f(\beta)=\arcsin \left(\frac{\sqrt{1-4 \theta} \sin \left(\frac{\beta \pi}{2}\right)}{\sqrt{1-4 \theta+4(\theta-\alpha) \cos ^{2}\left(\frac{\pi \beta}{2}\right)}}\right) \tag{68}
\end{equation*}
$$

using $|\arcsin (x)| \leq \pi / 2, \forall x \in[0,1]$.
Thanks to this lemma, we are now in position to prove the Proposition 3.10.
Proof of Proposition 3.10. It results from (60) that

$$
\begin{equation*}
\Delta t \sum_{n=0}^{N-1}\left|\frac{u_{J}^{n}}{h}\right|^{2}=\left.\left.\Delta t \sum_{n=0}^{N-1}\right|_{|k| \leq J, k \neq 0} c_{k, h} e^{i \mu_{k, h} n \Delta t} \frac{\sin (k \pi J h)}{h}\right|^{2} \tag{69}
\end{equation*}
$$

Then, according to Lemma 3.12, we can apply Theorem 3.11 with $p=0$ and $T>2 \max \left(1, \nu^{2}\right)$ to obtain that there exist two constants $C_{1}$ and $C_{2}$ independent of $\Delta t$ and therefore $h$ such that

$$
\begin{equation*}
C_{1}(T) \sum_{|k| \leq J, k \neq 0}\left|c_{k, h}\right|^{2}\left|\frac{\sin (k \pi J h)}{h}\right|^{2} \leq \Delta t \sum_{n=0}^{N-1}\left|\frac{u_{J}^{n}}{h}\right|^{2} \leq C_{2}(T) \sum_{|k| \leq J, k \neq 0}\left|c_{k, h}\right|^{2}\left|\frac{\sin (k \pi J h)}{h}\right|^{2} \tag{70}
\end{equation*}
$$

Then, we compute

$$
\begin{equation*}
\frac{u_{J}^{n+1}-u_{J}^{n}}{\Delta t}=\sum_{|k| \leq J, k \neq 0} \tilde{c}_{k, h} e^{i \mu_{k, h} n \Delta t} \sin (k \pi J h) \tag{71}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{c}_{k, h}=c_{k, h} \frac{e^{i \mu_{k, h} \Delta t}-1}{\Delta t} \tag{72}
\end{equation*}
$$

Therefore, applying again the Theorem 3.11, there exist two constants $C_{3}$ and $C_{4}$ such that the following inequalities hold:

$$
\begin{equation*}
C_{3}(T) \sum_{|k| \leq J, k \neq 0}\left|\tilde{c}_{k, h}\right|^{2}|\sin (k \pi J h)|^{2} \leq \Delta t \sum_{n=0}^{N-1}\left|\frac{u_{J}^{n+1}-u_{J}^{n}}{\Delta t}\right|^{2} \leq C_{4}(T) \sum_{|k| \leq J, k \neq 0}\left|\tilde{c}_{k, h}\right|^{2}|\sin (k \pi J h)|^{2} \tag{73}
\end{equation*}
$$

Finally, from (70) and (73), there exist two constants such that

$$
\begin{align*}
& c(T) \sum_{|k| \leq J, k \neq 0}\left(\left|c_{k, h}\right|^{2}+\theta_{\nu} h^{2}\left|\tilde{c}_{k, h}\right|^{2}\right) \mid\left|\frac{\sin (k \pi J h)}{h}\right|^{2} \leq \Delta t \sum_{n=0}^{N-1}\left(\left|\frac{u_{J}^{n}}{h}\right|^{2}+\theta_{\nu}\left|\frac{u_{J}^{n+1}-u_{J}^{n}}{\Delta t}\right|^{2}\right)  \tag{74}\\
& \leq C(T) \sum_{|k| \leq J, k \neq 0}\left(\left|c_{k, h}\right|^{2}+\theta_{\nu} h^{2}\left|\tilde{c}_{k, h}\right|^{2}\right)\left|\frac{\sin (k \pi J h)}{h}\right|^{2}
\end{align*}
$$

Let us then show that

$$
\begin{equation*}
\min \left(1, \nu^{-2}\right)\left|c_{k, h}\right|^{2} \leq\left(\left|c_{k, h}\right|^{2}+\theta_{\nu} h^{2}\left|\tilde{c}_{k, h}\right|^{2}\right) \leq \max \left(1, \nu^{-2}\right)\left|c_{k, h}\right|^{2} \tag{75}
\end{equation*}
$$

We write $\left(\left|c_{k, h}\right|^{2}+\theta_{\nu} h^{2}\left|\tilde{c}_{k, h}\right|^{2}\right)=\left|c_{k, h}\right|^{2}\left(1+\theta_{\nu} \nu^{-2}\left|e^{i \mu_{k, h} \Delta t}-1\right|^{2}\right)$. In the case $\theta_{\nu}>0$, using $\left|e^{i \mu_{k, h} \Delta t}-1\right|^{2} \leq 4$, we obtain that

$$
\begin{equation*}
\left|c_{k, h}\right|^{2} \leq\left(\left|c_{k, h}\right|^{2}+\theta_{\nu} h^{2}\left|\tilde{c}_{k, h}\right|^{2}\right) \leq\left|c_{k, h}\right|^{2}\left(1+4 \theta_{\nu} \nu^{-2}\right) \tag{76}
\end{equation*}
$$

whereas in the case $\theta_{\nu}<0$, we obtain

$$
\begin{equation*}
\left|c_{k, h}\right|^{2}\left(1+4 \theta_{\nu} \nu^{-2}\right) \leq\left(\left|c_{k, h}\right|^{2}+\theta_{\nu} h^{2}\left|\tilde{c}_{k, h}\right|^{2}\right) \leq\left|c_{k, h}\right|^{2} \tag{77}
\end{equation*}
$$

Then, for $(\theta, \alpha, \nu) \in \mathcal{C}_{\mathbf{1}}$, we have $\left(1+4 \theta_{\nu} \nu^{-2}\right)=\left(1+\left(1-\nu^{2}\right) \nu^{-2}\right)=\nu^{-2}>0$ whereas for for $(\theta, \alpha, \nu) \in \mathcal{C}_{\mathbf{2}}$, we have $\left(1+4 \theta_{\nu} \nu^{-2}\right)=1+4 \frac{\theta-\alpha}{1-4 \alpha} \frac{1-4 \alpha}{1-4 \theta}=\frac{1-4 \alpha}{1-4 \theta}=\nu^{-2}$ leading to (75). Finally, from (74) and (75) we obtain the result by noting that $\sin (k \pi J h)=-\sin (k \pi h)$ by definition of $h=1 /(J+1)$ leading to $J=1 / h-1$.

We now evaluate the energy $E_{0}^{\theta, \alpha}$. We have
Theorem 3.13. Let $(\theta, \alpha, \nu) \in \mathcal{C}$. Then, we have the following inequalities:

$$
\begin{equation*}
\min \left(1, \nu^{-2}\right) \sum_{|k| \leq J, k \neq 0}\left|c_{k, h}\right|^{2}\left|\frac{\sin (k \pi h)}{h}\right|^{2} \leq 2 E_{0}^{\theta, \alpha} \leq \max \left(1, \nu^{-2}\right) \sum_{|k| \leq J, k \neq 0}\left|c_{k, h}\right|^{2}\left|\frac{\sin (k \pi h)}{h}\right|^{2} \tag{78}
\end{equation*}
$$

Proof. According to (42), we have

$$
\begin{equation*}
E_{0}^{\theta, \alpha}=\frac{1}{8 h^{2}}\left(K\left(\boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{1}}+\boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{0}}\right), \boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{1}}+\boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{0}}\right)+\frac{1}{2 \Delta t^{2}}\left(M_{1}^{\theta_{\nu}}\left(\boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{0}}\right), \boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{0}}\right) \tag{79}
\end{equation*}
$$

Then using that

$$
\begin{align*}
\boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{1}}+\boldsymbol{U}_{\boldsymbol{h}}^{\mathbf{0}} & =\sum_{|k| \leq J, k \neq 0} c_{k, h}\left(e^{i \mu_{k} \Delta t}+1\right) \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}
\end{align*}>\sum_{|k| \leq J, k \neq 0} c_{1 k} \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}},
$$

we obtain

$$
\begin{equation*}
E_{0}^{\theta, \alpha}=\frac{1}{8 h^{2}} \sum_{|k|,|q| \leq J, k \neq 0, q \neq 0} c_{1 k} c_{1 q}\left(K \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}, \boldsymbol{\phi}_{\boldsymbol{q}, \boldsymbol{h}}\right)+\frac{1}{2 \Delta t^{2}} \sum_{|k|,|q| \leq J, k \neq 0, q \neq 0} c_{2 k} c_{2 q}\left(M_{1}^{\theta_{\nu}} \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}, \boldsymbol{\phi}_{\boldsymbol{q}, \boldsymbol{h}}\right) \tag{81}
\end{equation*}
$$

Furthermore, the eigenvalues of the matrix $K$ are $\lambda_{k}^{K}=4 \sin ^{2}(k \pi h / 2), k=1, \ldots, J$, associated to the eigenvectors $\phi_{h}^{k}$. Besides, $M_{1}^{\theta_{\nu}}=M_{0}^{\theta_{\nu}}-\nu^{2} / 4 K=I-\left(\theta_{\nu}+\nu^{2} / 4\right) K=I-K / 4$. This implies that

$$
\begin{equation*}
E_{0}^{\theta, \alpha}=\frac{1}{8 h^{2}} \sum_{|k|,|q| \leq J, k \neq 0, q \neq 0} c_{1 k} c_{1 q} \lambda_{k}^{K}\left(\boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}, \boldsymbol{\phi}_{\boldsymbol{q}, \boldsymbol{h}}\right)+\frac{1}{2 \Delta t^{2}} \sum_{|k|,|q| \leq J, k \neq 0, q \neq 0} c_{2 k} c_{2 q}\left(1-\frac{\lambda_{k}^{K}}{4}\right)\left(\boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}, \boldsymbol{\phi}_{\boldsymbol{q}, \boldsymbol{h}}\right) \tag{82}
\end{equation*}
$$

Then, using that

$$
\begin{equation*}
\left(\boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}, \boldsymbol{\phi}_{\boldsymbol{q}, \boldsymbol{h}}\right)=\frac{J+1}{2} \delta_{k q}=\frac{1}{2 h} \delta_{k q} \tag{83}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
E_{0}^{\theta, \alpha}=\frac{1}{4 h^{2}} \sum_{|k| \leq J, k \neq 0}\left(\left|c_{1 k}\right|^{2} \sin ^{2}(k \pi h / 2)+\frac{1}{\nu^{2}}\left|c_{2 k}\right|^{2} \cos ^{2}(k \pi h / 2)\right) \tag{84}
\end{equation*}
$$

Then, we write $\left|c_{2 k}\right|^{2}=2\left|c_{k, h}\right|^{2}\left(1-\cos \left(\mu_{k, h} \Delta t\right)\right)$ and $\left|c_{1 k}\right|^{2}=2\left|c_{k, h}\right|^{2}\left(1+\cos \left(\mu_{k, h} \Delta t\right)\right)$. We write that $\cos \left(\mu_{k, h} \Delta t\right)=1-2 \sin ^{2}\left(\mu_{k, h} \frac{\Delta t}{2}\right)$ to obtain

$$
\begin{equation*}
\cos \left(\mu_{k, h} \Delta t\right)=1-2 \frac{\nu^{2} \sin ^{2}(k \pi h / 2)}{1-4 \theta_{\nu} \sin ^{2}(k \pi h / 2)} \tag{85}
\end{equation*}
$$

This leads to

$$
\begin{equation*}
1+\cos \left(\mu_{k, h} \Delta t\right)=\frac{2 \cos ^{2}(k \pi h / 2)}{1-4 \theta_{\nu} \sin ^{2}(k \pi h / 2)}, \quad 1-\cos \left(\mu_{k, h} \Delta t\right)=\frac{2 \nu^{2} \sin ^{2}(k \pi h / 2)}{1-4 \theta_{\nu} \sin ^{2}(k \pi h / 2)} \tag{86}
\end{equation*}
$$

and finally to

$$
\begin{equation*}
E_{0}^{\theta, \alpha}=2 \sum_{|k| \leq J, k \neq 0} \frac{\left|c_{k, h}\right|^{2}}{h^{2}} \frac{\sin ^{2}(k \pi h / 2) \cos ^{2}(k \pi h / 2)}{1-4 \theta_{\nu} \sin ^{2}(k \pi h / 2)}=\frac{1}{2} \sum_{|k| \leq J, k \neq 0} \frac{\left|c_{k, h}\right|^{2}}{h^{2}} \frac{\sin ^{2}(k \pi h)}{1-4 \theta_{\nu} \sin ^{2}(k \pi h / 2)} \tag{87}
\end{equation*}
$$

Then using the fact that $1+4 \theta_{\nu} \nu^{-2}=\nu^{-2}$, we show that

$$
\begin{equation*}
\min \left(1, \nu^{2}\right) \leq 1-4 \theta_{\nu} \sin ^{2}(k \pi h / 2) \leq \max \left(1, \nu^{2}\right) \tag{88}
\end{equation*}
$$

(we recall that $\nu=1$ implies $\theta_{\nu}=0$ when $(\theta, \alpha, \nu) \in \mathcal{C}$.) leading to the result.
According to the Theorem 3.11, the uniform gap between two consecutive eigenvalues is a sufficient (and actually also necessary) property that leads to uniform observability inequalities with respect to $h$ and $\Delta t$. In the continuous case, this gap is constantly equal to $\pi$. Figures 3 and 4 depicts the evolution of the square root of $\lambda_{k}^{\theta, \alpha}$ for different values of $\theta, \alpha$ and $\nu$.

Remark 3.14. According to the reversibility in time of the wave system, the previous inequalities obtained with $\boldsymbol{U}_{\boldsymbol{h}}$ solution of (40) are also true for $\boldsymbol{W}_{\boldsymbol{h}}$ solution of (21).
Remark 3.15. If we assume that $\nu$ may be not of order one, we may add to $\mathcal{C}$ the following subset of $\mathcal{S}$

$$
\begin{equation*}
\mathcal{C}_{\mathbf{3}}=\left\{\left(\theta, \alpha, \nu_{h}\right) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}_{\star}^{+}, \nu_{h}=\frac{\tan (\pi h / 2)}{\sqrt{1-4 \alpha}}, \alpha<1 / 4, \theta=1 / 4\right\} \tag{89}
\end{equation*}
$$

Similar results of uniform controllability can be obtained with $\left(\theta, \alpha, \nu_{h}\right) \in \mathcal{C}_{\mathbf{3}}$ for $T>2 \max \left(1, \nu_{h}^{2}\right)=2$. In particular, the spectrum fulfills a uniform gap property. The major drawback is that $\Delta t$ is of order $h^{2}$ which


Figure 3. Evolution of $\sqrt{\lambda_{k, h}^{\theta, \alpha}}, k=1, \ldots, J$ for different values of $\theta, \alpha$ and $\nu$.


Figure 4. Evolution of $\sqrt{\lambda_{k, h}^{\theta, \alpha}}, k=\frac{3}{4} J, \ldots, J$ for different values of $\theta, \alpha$ and $\nu$ : zoom on the high frequencies.
produces a very time consuming scheme. Furthermore, if we assume that $\theta$ may depend on $h$, another subset that ensures a uniform gap property is the following one :

$$
\begin{equation*}
\mathcal{C}_{\mathbf{4}}=\left\{\left(\theta_{h}, \alpha, \nu\right) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}_{\star}^{+}, \theta_{h}=(2 \cos (\pi h / 2))^{-2}, \alpha=1 / 4\right\} \tag{90}
\end{equation*}
$$

and also

$$
\begin{equation*}
\mathcal{C}_{5}=\left\{\left(\theta_{h}, \alpha, \nu_{h}\right) \in \mathbb{R}^{+} \times \mathbb{R}^{+} \times \mathbb{R}_{\star}^{+}, \nu_{h}=\sqrt{\frac{\cos (\pi h / 2)^{-2}-4 \theta_{h}}{1-4 \alpha}},\left(\cos (\pi h / 2)^{-2}-4 \theta_{h}\right)(1-4 \alpha)>0\right\} . \tag{91}
\end{equation*}
$$

Numerical results obtained with $\mathcal{C}_{4}$ (resp. $\mathcal{C}_{5}$ ) are very close to those obtained with $\mathcal{C}_{1}$ (resp. $\mathcal{C}_{2}$ ). We summarize these different results in Figure 5.


Figure 5. Zone of stability and uniform controllability for $\theta, \alpha \geq 0$ associated to the condition $T>2 \max \left(1, \nu^{2}\right)$.

### 3.3. A convergence result

In this short paragraph, we prove a convergence result for the homogeneous adjoint system (32). We assume that the corresponding solution of (32) has the following Fourier decomposition

$$
\begin{equation*}
\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}=\sum_{k=1}^{J}\left[\underline{a}_{k, h} \cos \left(\mu_{k}(n-N) \Delta t\right)+\frac{\underline{b}_{k, h}}{\mu_{k, h}} \sin \left(\mu_{k}(n-N) \Delta t\right)\right] \phi_{k, \boldsymbol{h}} \tag{92}
\end{equation*}
$$

and that the solution of the continuous system (6) takes the form

$$
\begin{equation*}
w(., t)=\sum_{k=1}^{J}\left[\underline{a}_{k} \cos (k \pi(t-T))+\frac{\underline{b}_{k}}{k \pi} \sin (k \pi(t-T))\right] \phi_{k} . \tag{93}
\end{equation*}
$$

Lemma 3.16. Let $\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}$ and $w(., t)$ be given by (92) and (93) respectively. Assume that $\left(\underline{a}_{k, h}, \frac{\underline{b}_{k, h}}{\mu_{k, h}}\right)_{k}$ weakly converge toward $\left(\underline{a}_{k}, \frac{\underline{b}_{k}}{k \pi}\right)_{k}$ in $l^{2}$ when $h \rightarrow 0$. Then, the sequence $\left(Q\left(w_{N} / h\right)\right)_{h>0}$ converges weakly to $w_{x}(1,$.$) in$ $L^{2}(0, T)$ when $h$ tends to zero.

Proof. It suffices to see that for any test function $\psi \in \mathcal{D}(0, T)$,

$$
\begin{equation*}
\int_{0}^{T} Q\left(\frac{w_{J}}{h}\right) \psi(t) d t \rightharpoonup \int_{0}^{T} w_{x}(1, .) \psi(t) d t \tag{94}
\end{equation*}
$$

But from $\left(\phi_{k}\right)^{\prime}(1)=(-1)^{k} k \pi=\lim _{h \rightarrow 0}\left(\phi_{J, k}\right) / h$ and the weak convergence of the Fourier coefficients, the result follows.

## 4. The controllability problem

### 4.1. Existence of the discrete controls. Proofs of Theorem 2.7

Firstly, we deduce a variational characterization of the controllability property for the system (21). Let $\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}$ the solution of the adjoint backward homogeneous system (32). Multiplying the system (32) by the solution $\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{n}}$ of system (21), summing for $n=1, \ldots, N-1$, we obtain the following relation

$$
\begin{equation*}
\sum_{n=1}^{N-1}<\boldsymbol{F}_{\boldsymbol{h}}^{\boldsymbol{n}}, \boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}>+<\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{N}}, M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{N}-\mathbf{1}}>-<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}, M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}>+<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}, M_{h}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}>-<\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{N}-\mathbf{1}}, M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{N}}>=0 \tag{95}
\end{equation*}
$$

Then, using that $\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{N}}=\boldsymbol{Y}_{\boldsymbol{h}}^{\boldsymbol{N}-\mathbf{1}}=0$ and the definition of $\boldsymbol{F}_{\boldsymbol{h}}^{\boldsymbol{n}}$, we simply obtain

$$
\begin{equation*}
\sum_{n=1}^{N-1}\left(\nu^{2} v_{h}^{n} w_{J}^{n}-\theta_{\nu}\left(v_{h}^{n+1}-2 v_{h}^{n}+v_{h}^{n-1}\right) w_{J}^{n}\right)-<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}, M_{h}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}>+<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}, M_{h}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}>=0 \tag{96}
\end{equation*}
$$

or equivalently

$$
\begin{gather*}
\sum_{n=0}^{N-1}\left(\nu^{2} v_{h}^{n} w_{J}^{n}+\theta_{\nu}\left(v_{h}^{n+1}-v_{h}^{n}\right)\left(w_{J}^{n+1}-w_{J}^{n}\right)\right)+\theta_{\nu}\left(v_{h}^{1}-v_{h}^{0}\right) w_{J}^{1}-\theta_{\nu}\left(v_{h}^{N}-v_{h}^{N-1}\right) w_{J}^{N}  \tag{97}\\
-<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}, M_{h}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}>+<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}, M_{h}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}>=0
\end{gather*}
$$

If we assume that

$$
\begin{equation*}
\theta_{\nu}\left(v_{h}^{1}-v_{h}^{0}\right)=0, \quad \theta_{\nu}\left(v_{h}^{N}-v_{h}^{N-1}\right)=0, \tag{98}
\end{equation*}
$$

then, according to the following relation

$$
\begin{equation*}
<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}, M_{h}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}>-<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}, M_{h}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}>=<\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}, M_{h}^{\theta_{\nu}} \frac{\boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}}{2}>-<\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, M_{h}^{\theta_{\nu}}\left(\boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}\right)> \tag{99}
\end{equation*}
$$

and using $\nu=\Delta t / h$, the equalities $\left(\boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}\right) / 2=\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}$ and $\left(\boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}\right) / \Delta t=\boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}$, we obtain the following characterization:

Lemma 4.1. Given $T>2 \max \left(1, \nu^{2}\right)$, the system (21) is controllable if for any $\left(\boldsymbol{y}_{\mathbf{0 h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right) \in \mathbb{R}^{2 J}$, there exists $\left(v_{h}^{n}\right)_{n}$ such that $\Delta t \sum_{n=0}^{N-1}\left(v_{h}^{n}\right)^{2}<\infty, \Delta t \sum_{n=0}^{N-1}\left(\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right)^{2}<\infty, \Delta t \sum_{n=0}^{N-1}\left(\frac{v_{h}^{n+1}-2 v_{h}^{n}+v_{h}^{n-1}}{\Delta t^{2}}\right)^{2}<\infty$ which satisfies (98) and

$$
\begin{align*}
& \Delta t \sum_{n=0}^{N-1}\left(v_{h}^{n} \frac{w_{J}^{n}}{h}+\theta_{\nu} h \frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t} \frac{w_{J}^{n+1}-w_{J}^{n}}{\Delta t}\right)  \tag{100}\\
&-\left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right),\left(\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)\right)_{1}=0
\end{align*}
$$

for any $\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right) \in \mathbb{R}^{2 J}, \boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}$ being the corresponding solution of (32).
Thanks to this characterization, we are now able to prove Theorem 2.7.
Proof of Theorem 2.7. Suppose that the functional $\mathcal{J}_{h}$ has a minimum which is attained at $\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1 h}}\right)$. It follows that, for any $\lambda>0$ and $\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)$,

$$
\begin{align*}
0 \leq & \frac{1}{\lambda}\left[\mathcal{J}_{h}\left(\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right)+\lambda\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)\right)-\mathcal{J}_{h}\left(\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right)\right)\right] \\
= & \Delta t \sum_{n=0}^{N-1}\left(\frac{\hat{w}_{J}^{n}}{h} \frac{w_{J}^{n}}{h}+\rho^{n} \theta_{\nu} \frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t} \frac{w_{J}^{n+1}-w_{J}^{n}}{\Delta t}\right)  \tag{101}\\
& \quad-\left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right),\left(\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)\right)_{1}+O(\lambda) .
\end{align*}
$$

By making $\lambda$ tending to zero we obtain that

$$
\begin{align*}
0 \leq \Delta t & \sum_{n=0}^{N-1}\left(\frac{\hat{w}_{J}^{n}}{h} \frac{w_{J}^{n}}{h}+\rho^{n} \theta_{\nu} \frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t} \frac{w_{J}^{n+1}-w_{J}^{n}}{\Delta t}\right)  \tag{102}\\
& -\left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{1 \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right),\left(\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)\right)_{1} .
\end{align*}
$$

In the same way, taking $\lambda<0$, we obtain finally

$$
\begin{align*}
0=\Delta t & \sum_{n=0}^{N-1}\left(\frac{\hat{w}_{J}^{n}}{h} \frac{w_{J}^{n}}{h}+\rho^{n} \theta_{\nu} \frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t} \frac{w_{J}^{n+1}-w_{J}^{n}}{\Delta t}\right)  \tag{103}\\
& -\left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right),\left(\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)\right)_{1} .
\end{align*}
$$

Then, according to the Lemma 4.1, this implies that the $v_{h}=\left(v_{h}^{n}\right)_{n}$ is a control if and only if:

$$
\begin{equation*}
\sum_{n=0}^{N-1}\left(\frac{\hat{w}_{J}^{n}}{h} \frac{w_{J}^{n}}{h}+\rho^{n} \theta_{\nu} \frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t} \frac{w_{J}^{n+1}-w_{J}^{n}}{\Delta t}\right)=\sum_{n=0}^{N-1}\left(v_{h}^{n} \frac{w_{J}^{n}}{h}+\theta_{\nu} h \frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t} \frac{w_{J}^{n+1}-w_{J}^{n}}{\Delta t}\right) \tag{104}
\end{equation*}
$$

and then

$$
\begin{align*}
\sum_{n=0}^{N-1}\left(\frac{v_{h}^{n}}{h}-\theta_{\nu} h\right. & \left.\frac{v_{h}^{n+1}-2 v_{h}^{n}+v_{h}^{n-1}}{\Delta t^{2}}\right) w_{J}^{n}+\frac{\theta_{\nu} h}{\Delta t^{2}}\left(v_{h}^{N}-v_{h}^{N-1}\right) w_{J}^{N}-\frac{\theta_{\nu} h}{\Delta t^{2}}\left(v_{h}^{1}-v_{h}^{0}\right) w_{J}^{0} \\
& =\sum_{n=0}^{N-1}\left(\frac{\hat{w}_{J}^{n}}{h^{2}}-\frac{\theta_{\nu}}{\Delta t}\left[\rho^{n} \frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}-\rho^{n-1} \frac{\hat{w}_{J}^{n}-\hat{w}_{J}^{n-1}}{\Delta t}\right]\right) w_{J}^{n}  \tag{105}\\
& +\frac{\theta_{\nu}}{\Delta t^{2}}\left(\rho^{N-1}\left(\hat{w}_{J}^{N}-\hat{w}_{J}^{N-1}\right) w_{J}^{N}-\rho^{0}\left(\hat{w}_{J}^{1}-\hat{w}_{J}^{0}\right) w_{J}^{0}\right)
\end{align*}
$$

Since $\rho^{0}=\rho^{N-1}=0$ and according to (98), this relation shows that $v_{h}$ defined in Theorem 2.7 is a control for (21). Hence, the proof of Theorem 2.7 is complete if we show that there exists a unique minimizer of the functional $\mathcal{J}_{h}$.
Lemma 4.2. The functional $\mathcal{J}_{h}$ defined by (31) has a unique minimizer.
Proof. Let us first remark that $\mathcal{J}_{h}$ is continuous with respect to the norm $\|.\|_{1}$. We use the conservation of the energy to write that

$$
\begin{equation*}
E_{0}^{\theta, \alpha}=\frac{1}{2}\left\|\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right\|_{1}^{2}=\frac{1}{2}\left\|\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{N}-\mathbf{1}}+\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{N}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{N}}-\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{N}-\mathbf{1}}}{\Delta t}\right\|_{1}^{2}=\frac{1}{2}\left\|\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)\right\|_{1}^{2} \tag{106}
\end{equation*}
$$

Then, according to the right part of (57), there exists a constant $C_{2}$ such that

$$
\begin{equation*}
\left|\mathcal{J}\left(\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)\right)\right| \leq\left\|\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right\|_{1}\left(C_{2}\left\|\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right\|_{1}+\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right\|_{1}\right) \tag{107}
\end{equation*}
$$

Since $\mathcal{J}_{h}$ is strictly convex, let us show that $\mathcal{J}_{h}$ is coercive, i.e.

$$
\begin{equation*}
\lim _{\left\|\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)\right\|_{1} \rightarrow \infty} \mathcal{J}_{h}\left(\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)\right)=\infty \tag{108}
\end{equation*}
$$

This result follows from the uniform observability inequality, .i.e. the left part of (57): there exists a positive constant $C_{1}$ such that

$$
\begin{equation*}
\mathcal{J}_{h}\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right) \geq\left\|\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right\|_{1}\left(C_{\mathbf{1}}\left\|\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right\|_{1}-\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right\|_{1}\right) \tag{109}
\end{equation*}
$$

This concludes the proof of the lemma 4.2 and also of the Theorem 2.7.

### 4.2. Boundedness of the discrete control

An important properties of the control $v_{h}$ given by Theorem 2.7 is the following uniformly boundedness result:
Theorem 4.3. The control $v_{h}$ given by Theorem 2.7 satisfies

$$
\begin{equation*}
\Delta t \sum_{n=0}^{N-1}\left[\left(v_{h}^{n}\right)^{2}+\theta_{\nu} h^{2}\left(\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right)^{2}\right] \leq C\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right\|_{1}^{2} \tag{110}
\end{equation*}
$$

where $C$ is the constant independent of $h$ and $\Delta t$.
Moreover, there exists another constant $C^{\prime}>0$ independent of $h$ and $\Delta t$ such that

$$
\begin{equation*}
\max _{n \in[0, N-1]} h^{2}\left|\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right| \leq C^{\prime}| |-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{1 \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}} \|_{1} \tag{111}
\end{equation*}
$$

Proof. We multiply (35) by $v_{h}^{n}$ and we obtain,

$$
\begin{align*}
& \Delta t \sum_{n=0}^{N-1}\left[\left(v_{h}^{n}\right)^{2}+\theta_{\nu} h^{2}\left(\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right)^{2}\right]=\Delta t \sum_{n=1}^{N-1}\left(\frac{\hat{w}_{J}^{n}}{h} v_{h}^{n}+\rho^{n} \theta_{\nu} h \frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t} \frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right) \\
& \leq\left[\Delta t \sum_{n=0}^{N-1}\left(\left(v_{h}^{n}\right)^{2}+h^{2} \theta_{\nu} \rho^{n}\left(\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right)^{2}\right)\right]^{1 / 2}\left[\Delta t \sum_{n=0}^{N-1}\left(\frac{\left(\hat{w}_{J}^{n}\right)^{2}}{h^{2}}+\theta_{\nu} \rho^{n}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2}\right)\right]^{1 / 2}  \tag{112}\\
& \leq\left[\Delta t \sum_{n=0}^{N-1}\left(\left(v_{h}^{n}\right)^{2}+h^{2} \theta_{\nu}\left(\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right)^{2}\right)\right]^{1 / 2}\left[\Delta t \sum_{n=0}^{N-1}\left(\frac{\left(\hat{w}_{J}^{n}\right)^{2}}{h^{2}}+\theta_{\nu} \rho^{n}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2}\right)\right]^{1 / 2}
\end{align*}
$$

Hence,

$$
\begin{equation*}
\Delta t \sum_{n=0}^{N-1}\left(\left(v_{h}^{n}\right)^{2}+h^{2} \theta_{\nu}\left(\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right)^{2}\right) \leq \Delta t \sum_{n=0}^{N-1}\left(\frac{\left(\hat{w}_{J}^{n}\right)^{2}}{h^{2}}+\theta_{\nu} \rho^{n}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2}\right) \tag{113}
\end{equation*}
$$

Since $\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right)$ is a minimizer for $\mathcal{J}_{h}$, we have

$$
\begin{equation*}
\mathcal{J}_{h}\left(\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right)\right) \leq \mathcal{J}_{h}((\mathbf{0}, \mathbf{0}))=0 \tag{114}
\end{equation*}
$$

Consequently,

$$
\begin{align*}
& \Delta t \sum_{n=0}^{N-1}\left[\left(\frac{\hat{w}_{J}^{n}}{h}\right)^{2}+\rho^{n} \theta_{\nu}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2}\right] \\
& \leq 2\left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right),\left(\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)\right)_{1} \\
& \leq 2\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right\|_{1}\left\|\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right\|_{1} \\
& \leq 2 \sqrt{2 E_{0}^{\theta, \alpha}}\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right\|_{1} \\
& \quad \leq 2 \sqrt{2 C_{2}}\left(\Delta t \sum_{n=0}^{N-1}\left[\left(\frac{\hat{w}_{J}^{n}}{h}\right)^{2}+\rho^{n} \theta_{\nu}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2}\right]\right)^{1 / 2}\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right\|_{1}, \tag{115}
\end{align*}
$$

hence

$$
\begin{equation*}
\Delta t \sum_{n=0}^{N-1}\left[\left(\frac{\hat{w}_{J}^{n}}{h}\right)^{2}+\rho^{n} \theta_{\nu}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2}\right] \leq 8 C_{2}\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{1 \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right\|_{1}^{2} . \tag{116}
\end{equation*}
$$

Inequality (110) follows from (113) and (116). We now prove (111). We sum the relation (35) for $n$ from 0 to $p$ leading to

$$
\begin{equation*}
\Delta t \sum_{n=0}^{p} v_{h}^{n}-\theta_{\nu} h^{2} \frac{v_{h}^{p+1}-v_{h}^{p}}{\Delta t}=\Delta t \sum_{n=0}^{p} \frac{\hat{W}_{J}^{n}}{h}-\theta_{\nu} h \rho^{p} \frac{\hat{W}_{J}^{p+1}-\hat{W}_{J}^{p}}{\Delta t} \tag{117}
\end{equation*}
$$

and then

$$
\begin{align*}
h^{2}\left|\frac{v_{h}^{p+1}-v_{h}^{p}}{\Delta t}\right| & \leq \Delta t \theta_{\nu}^{-1}\left|\sum_{n=0}^{p} v_{h}^{n}\right|+h \rho^{p}\left|\frac{\hat{W}_{J}^{p+1}-\hat{W}_{J}^{p}}{\Delta t}\right|+\theta_{\nu}^{-1} \Delta t\left|\sum_{n=0}^{p} \frac{\hat{W}_{J}^{n}}{h}\right| \\
& \leq \theta_{\nu}^{-1} \sqrt{T}\left(\Delta t \sum_{n=0}^{N}\left(v_{h}^{n}\right)^{2}\right)^{1 / 2}+\theta_{\nu}^{-1} \sqrt{T}\left(\Delta t \sum_{n=0}^{N}\left(\frac{\hat{W}_{J}^{n}}{h}\right)^{2}\right)^{1 / 2}+h\left|\frac{\hat{W}_{J}^{p+1}-\hat{W}_{J}^{p}}{\Delta t}\right| \tag{118}
\end{align*}
$$

The first two terms can be bounded by (110) and (116). Concerning the last one we observe that it is part of the energy associated to the initial condition $\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)$, and we easily obtain that

$$
\begin{equation*}
h^{2}\left|\frac{\hat{W}_{J}^{p+1}-\hat{W}_{J}^{p}}{\Delta t}\right|^{2} \leq 4 h E_{0}^{\theta, \alpha}<4 E_{0}^{\theta, \alpha} \tag{119}
\end{equation*}
$$

and we conclude using that $E_{0}^{\theta, \alpha} \leq C\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right\|_{1}^{2}$.
Definition 4.4. Let $(\boldsymbol{U}, \boldsymbol{V}) \in \mathbb{R}^{2 J}$ and $(\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{V}}) \in \mathbb{R}^{2 J}$. We then define the following scalar product

$$
\begin{equation*}
((\boldsymbol{U}, \boldsymbol{V}),(\tilde{\boldsymbol{U}}, \tilde{\boldsymbol{V}}))_{-1}=\left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{V},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{U}\right),\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \tilde{\boldsymbol{V}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \tilde{\boldsymbol{U}}\right)_{1}\right. \tag{120}
\end{equation*}
$$

and

$$
\begin{equation*}
\|\boldsymbol{U}, \boldsymbol{V}\|_{-1}^{2}=\left\|-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{V},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{U}\right\|_{1}^{2}=\left(M_{0}^{\theta_{\nu}} \boldsymbol{V}, K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{V}\right)+\left(M_{0}^{\theta_{\nu}} \boldsymbol{U},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{U}\right) \tag{121}
\end{equation*}
$$

Remark 4.5. $(,)_{-1}$ is an inner product and $\|\cdot\|_{-1}$ is a norm on $\mathbb{R}^{2 J}$. Actually, this norm is equivalent to the norm $\|\cdot\|_{l^{2} \times h^{-1}}$. For $(\theta, \alpha, \nu) \in \mathcal{C}$, we obtain

$$
\begin{equation*}
\left\|\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right\|_{-1}^{2}=\frac{1}{2} \sum_{k=1}^{J}\left(\cos ^{2}\left(\frac{k \pi h}{2}\right)+\nu^{2} \sin ^{2}\left(\frac{k \pi h}{2}\right)\right)\left(\left(\bar{a}_{k, h}\right)^{2}+\left(\frac{\bar{b}_{k, h}}{\mu_{k, h}}\right)^{2}\right) . \tag{122}
\end{equation*}
$$

The proof is presented in the subsection 7.1. On the other hand, from the left part of the observability inequality (57), from (106) and (110), we deduce that

$$
\begin{equation*}
\left\|\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right\|_{1}^{2} \leq 2 E_{N}^{\theta, \alpha} \leq C\left\|\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1 \boldsymbol { h }}}\right\|_{-1}^{2} \tag{123}
\end{equation*}
$$

Thus, the sequence of the minimizers $\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right)_{h>0}$ is bounded in the $\|.\|_{1}$-norm if the same property holds for $\left(\boldsymbol{y}_{0 \boldsymbol{h}}, \boldsymbol{y}_{1 \boldsymbol{h}}\right)_{h>0}$ in the $\|\cdot\|_{-1}$-norm.

### 4.3. Convergence of the discrete controls. Proof of Theorem 2.8

Let us now show the convergence of the controls $v_{h}$ of the discrete system (17) to the HUM control of the continuous system (1). In order to obtain this result, we use the Fourier decompositions (11) and (29) of the initial data.

## Proof of Theorem 2.8.

1. Proof of the weak convergence.

For every $h$ and $\Delta t$, let $v_{h}$ be the control given by Theorem 2.7 and ( $\left.\hat{\boldsymbol{w}}_{0 \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right)$ be the minimizer of the functional $\mathcal{J}_{h}$. From (37), it follows that the sequence $\left(\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\boldsymbol{1} \boldsymbol{h}}\right)_{h}$ is uniformly bounded in $l^{2} \times h^{-1}$, i.e $\sum_{k>0}\left(\bar{a}_{k, h}\right)^{2}+\left(\bar{b}_{k, h} /\left(\mu_{k, h}\right)\right)^{2}<\infty$ and consequently according to (122) also uniformly bounded in the $\|\cdot\|_{-1}$ norm. Therefore, Theorem 4.3 implies that the sequences

$$
\begin{align*}
& \left\|Q\left(v_{h}\right)\right\|_{L^{2}(0, T)}^{2}=\Delta t \sum_{n=0}^{N-1}\left(v_{h}^{n}\right)^{2}, \quad h^{2}\left\|P^{\prime}\left(v_{h}\right)\right\|_{L^{2}(0, T)}^{2}=h^{2} \Delta t \sum_{n=0}^{N-1}\left(\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right)^{2}  \tag{124}\\
& h^{2}\left\|P^{\prime}\left(v_{h}\right)\right\|_{L^{\infty}(0, T)}=h^{2} \max _{n \in[0, N-1]}\left|\frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t}\right|
\end{align*}
$$

are uniformly bounded. This is equivalent to say that $Q\left(v_{h}\right), \theta_{\nu} h P^{\prime}\left(v_{h}\right)$ are uniformly bounded in $L^{2}(0, T)$ and that $\theta_{\nu} h^{2} P^{\prime}\left(v_{h}\right)$ is uniformly bounded in $L^{\infty}(0, T)$. Hence, there exist a subsequence (denoted in the same way) and $v, \tilde{v} \in L^{2}(0, T)$ such that

$$
\begin{equation*}
Q\left(v_{h}\right) \rightharpoonup v, \quad \theta_{\nu} h P^{\prime}\left(v_{h}\right) \rightharpoonup \tilde{v} \quad \text { in } L^{2}(0, T) \tag{125}
\end{equation*}
$$

To show that $\tilde{v}=0$ (in the case $\theta_{\nu} \neq 0$ ), we compute that

$$
\begin{align*}
\left\|P\left(v_{h}\right)\right\|_{L^{2}(0, T)}^{2} & =\frac{\Delta t}{3} \sum_{n=0}^{N-1}\left(\left(v_{h}^{n}\right)^{2}+v_{h}^{n} v_{h}^{n+1}+\left(v_{h}^{n+1}\right)^{2}\right) \\
& \leq \frac{\Delta t}{2} \sum_{n=0}^{N-1}\left(\left(v_{h}^{n}\right)^{2}+\left(v_{h}^{n+1}\right)^{2}\right)=\frac{\Delta t}{2} \sum_{n=0}^{N-1}\left(v_{h}^{n}\right)^{2}+\frac{\Delta t}{2} \sum_{n=1}^{N}\left(v_{h}^{n}\right)^{2}  \tag{126}\\
& \leq\left\|Q\left(v_{h}\right)\right\|_{L^{2}(0, T)}^{2}+\Delta t\left(v_{h}^{N}\right)^{2}=\left\|Q\left(v_{h}\right)\right\|_{L^{2}(0, T)}^{2}+\Delta t\left(v_{h}^{N-1}\right)^{2} \leq 2\left\|Q\left(v_{h}\right)\right\|_{L^{2}(0, T)}^{2},
\end{align*}
$$

where we used $v_{h}^{N-1}=v_{h}^{N}$ from (98) in the case $\theta_{\nu} \neq 0$. This implies that the sequence $\left(h P\left(v_{h}\right)\right)_{h}$ is bounded in $H^{1}(0, T)$. Hence, there exist $v_{1}$ and $\hat{v}$ such that

$$
\begin{equation*}
\theta_{\nu} P\left(v_{h}\right) \rightharpoonup v_{1}, \quad \theta_{\nu} h P\left(v_{h}\right) \rightarrow \hat{v}, \quad \theta_{\nu} h P^{\prime}\left(v_{h}\right) \rightharpoonup \tilde{v}^{\prime} \quad \text { in } L^{2}([0, T]) \tag{127}
\end{equation*}
$$

It follows that $\hat{v}=0$ and therefore $\tilde{v}=0$. The last convergence in Theorem 2.8 is a consequence of the bound of $\theta_{\nu} h^{2} P^{\prime}\left(v_{h}\right)$ in $L^{\infty}(0, T)$ and the fact that its weak limit in $L^{2}(0, T)$ is equal to 0 .
2. Identification of the limit. We show that $v$ is the HUM control of the continuous system (1). In this respect, it is necessary and sufficient to verify the assumptions from Remark 1.3.
To prove the first assumption (1.), let us first remark that it is sufficient to show that (7) is satisfied by the eigenfunctions $\phi_{k}$ of the wave operator, for all $k>0$. Indeed, from the continuity of the linear form $\Lambda: H_{0}^{1}(0,1) \times L^{2}(0,1) \rightarrow \mathbb{R}$,

$$
\begin{equation*}
\Lambda\left(w_{0}, w_{1}\right)=\int_{0}^{T} v(t) w_{x}(1, t) d t-<y_{1}, w(., 0)>_{H^{-1}, H_{0}^{1}}+\int_{0}^{1} y_{0}(x) w^{\prime}(x, 0) d x \tag{128}
\end{equation*}
$$

it follows that $(7)$ holds for any $\left(w_{0}, w_{1}\right) \in H_{0}^{1}(0,1) \times L^{2}(0,1)$ if and only if it is verified on a basis of the space $H_{0}^{1}(0,1) \times L^{2}(0,1)$. We then first consider $w$ of the form

$$
\begin{equation*}
w(., t)=\cos (p \pi t) \phi_{p} . \tag{129}
\end{equation*}
$$

Then, we obtain that $v$ is a control for the system (1) if and only if

$$
\begin{equation*}
\int_{0}^{T} v(t) \cos (p \pi t) d t=\frac{1}{2 p \pi} a_{p}, \quad \forall p>0 \tag{130}
\end{equation*}
$$

Furthermore, we remark that the characterization of Lemma 4.1 of the discrete control $v_{h}$ of system (21) takes the form

$$
\begin{align*}
& \int_{0}^{T}\left(\frac{1}{h} Q\left(v_{h}\right) Q\left(w_{J}\right)+\theta_{\nu} h P^{\prime}\left(v_{h}\right) P^{\prime}\left(w_{J}\right)\right) d t \\
& \quad-\left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right),\left(\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)\right)_{1}=0 \tag{131}
\end{align*}
$$

for any $\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\boldsymbol{1} \boldsymbol{h}}\right) \in \mathbb{R}^{2 J}$. Using the definition of the norm $\|.\|_{1}$ and $\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}$ and $\boldsymbol{y}_{\boldsymbol{1} \boldsymbol{h}}$ (see (21)), we simply have

$$
\begin{align*}
& \left(\left(-K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right),\left(\frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)\right)_{1} \\
& \quad=\left(M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}}{2}\right)+\left(M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \frac{\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}-\boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}}{\Delta t}\right)=\frac{1}{\Delta t}\left(\left(M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}, \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}\right)-\left(M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}, \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}\right)\right) . \tag{132}
\end{align*}
$$

According to (129), we consider

$$
\begin{equation*}
\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}=\cos \left(\mu_{p} n \Delta t\right) \boldsymbol{\phi}_{\boldsymbol{h}}^{\boldsymbol{p}} . \tag{133}
\end{equation*}
$$

Then, using the fact that $\mu_{k} \rightarrow k \pi$ when $h \rightarrow 0$, for all $k>0$, similar computations than before show that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1}{\Delta t}\left(\left(M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}, \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}\right)-\left(M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}, \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}\right)\right)=-\frac{1}{2} a_{p} \tag{134}
\end{equation*}
$$

One the other hand since, we have $w_{J}^{n}=\cos \left(\mu_{p} n \Delta t\right) \sin (J p \pi h)=-\cos \left(\mu_{p} t_{n}\right) \sin (p \pi h)$. This implies that

$$
\begin{equation*}
\int_{0}^{T} \frac{1}{h} Q\left(v_{h}\right)(t) Q\left(w_{J}\right)(t) d t=-\int_{0}^{T} Q\left(v_{h}\right) \cos \left(\mu_{p} t_{n}\right) \frac{\sin (p \pi h)}{h} \mathbb{1}_{t \in\left[t_{n}, t_{n+1}\right]} d t \tag{135}
\end{equation*}
$$

and taking into account that

$$
\begin{equation*}
Q\left(v_{h}\right) \rightharpoonup v, \cos \left(\mu_{p} t_{n}\right) \mathbb{1}_{t \in\left[t_{n}, t_{n+1}\right]} \rightarrow \cos (p \pi t) \text { in } L^{2}(0, T) \tag{136}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{0}^{T} \frac{1}{h} Q\left(v_{h}\right)(t) Q\left(w_{J}\right)(t) d t=\int_{0}^{T} v(t) \cos (p \pi t) p \pi d t \tag{137}
\end{equation*}
$$

In addition, we have by definition of the extension $P$

$$
\begin{equation*}
P\left(w_{J}\right)(t)=-\frac{\sin (p \pi h)}{\Delta t}\left[\left(t-t_{n}\right) \cos \left(\mu_{p}(n+1) \Delta t\right)+\left(t_{n+1}-t\right) \cos \left(\mu_{p} n \Delta t\right)\right] \mathbb{1}_{t \in\left[t_{n}, t_{n+1}\right]} \tag{138}
\end{equation*}
$$

leading to $\left(P\left(w_{J}\right)\right)^{\prime}(t)=-\frac{\sin (p \pi h)}{\Delta t}\left[\cos \left(\mu_{p}(n+1) \Delta t\right)-\cos \left(\mu_{p} n \Delta t\right)\right] \mathbb{1}_{t \in\left[t_{n}, t_{n+1}\right]}$. Then, using that $\frac{\sin p \pi h}{\Delta t}=$ $\frac{1}{\nu} \frac{\sin p \pi h}{h} \leq \frac{p \pi}{\nu}$ and the weak convergence $h P^{\prime}\left(v_{h}\right) \rightharpoonup 0$ in $L^{2}(0, T)$, we have that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{0}^{T} h P^{\prime}\left(v_{h}\right)(t) P^{\prime}\left(w_{J}\right) d t=0 \tag{139}
\end{equation*}
$$

It follows that the limit $v$ satisfies (130). We obtain the same result if we consider $w$ of the form $w(., t)=$ $\sin (p \pi t) \phi_{p}$ instead of (129). Therefore, $v$ is a control for the system (1) and the first part of Remark 1.3 is proved.
Let us now prove the second part. Let $\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\boldsymbol{1} \boldsymbol{h}}\right)$ be the minimizer of the function $\mathcal{J}_{h}$. From Remark 4.5 and the boundedness of $\left(\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right)$, we deduce that the sequence $\left(a_{k, h}, b_{k, h} / \mu_{k, h}\right)_{k}$, associated to $\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}$ is uniformly bounded in $l^{2}$. Therefore, there exists a subsequence, denoted in the same way, which converges weakly to $\left(a_{k}, b_{k} /(k \pi)\right)_{k}$. Thus, by Lemma 3.16, the sequence $\left(Q\left(\hat{w}_{J} / h\right)\right)_{h}$ tends weakly to $\left(\hat{w}_{x}(1,).\right)$ in $L^{2}(0, T)$, where $\hat{w}$ is solution of (6) with initial condition $\left(\hat{w}_{0}, \hat{w}_{1}\right)$. Let $\psi$ be a test function in $H^{1}(0, T)$. We have that

$$
\begin{align*}
\int_{0}^{T} v(t) \psi(t) d t & =\lim _{h \rightarrow 0} \int_{0}^{T}\left(Q\left(v_{h}\right)(t) Q(\psi)(t) d t+\theta_{\nu} h^{2} P^{\prime}\left(v_{h}\right) P^{\prime}(\psi)(t)\right) d t \\
& =\lim _{h \rightarrow 0} \Delta t \sum_{n=0}^{N-1}\left(v_{h}^{n} \psi\left(t_{n}\right)+\theta_{\nu} h^{2} \frac{v_{h}^{n+1}-v_{h}^{n}}{\Delta t} \frac{\psi\left(t_{n+1}\right)-\psi\left(t_{n}\right)}{\Delta t}\right) \tag{140}
\end{align*}
$$

Then, from (104), we obtain

$$
\begin{align*}
\int_{0}^{T} v(t) \psi(t) d t & =\lim _{h \rightarrow 0} \Delta t \sum_{n=0}^{N-1}\left(\frac{\hat{w}_{h}^{n}}{h} \psi\left(t_{n}\right)+\theta_{\nu} h \rho^{n} \frac{\hat{w}_{h}^{n+1}-\hat{w}_{h}^{n}}{\Delta t} \frac{\psi\left(t_{n+1}\right)-\psi\left(t_{n}\right)}{\Delta t}\right)  \tag{141}\\
& =\lim _{h \rightarrow 0} \int_{0}^{T}\left(Q\left(\frac{\hat{w}_{J}}{h}\right)(t) Q(\psi)(t) d t+\theta_{\nu} h \rho(t) P^{\prime}\left(\hat{w}_{h}\right) P^{\prime}(\psi)(t)\right) d t
\end{align*}
$$

Let us note that from (116) and Remark 4.5, that

$$
\begin{equation*}
h^{2} \Delta t \sum_{n=0}^{N-1}\left(\rho^{n}\right)^{2}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2} \leq h^{2} \Delta t \sum_{n=0}^{N-1} \rho^{n}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2} \leq C h^{2}\left\|\boldsymbol{y}_{0 \boldsymbol{h}}, \boldsymbol{y}_{\boldsymbol{h} \boldsymbol{h}}\right\|_{-1}^{2} \tag{142}
\end{equation*}
$$

This implies that $\lim _{h \rightarrow 0} h \rho P^{\prime}\left(\hat{w}_{J}\right)=0$ in $L^{2}([0, T])$. We finally obtain that

$$
\begin{equation*}
\int_{0}^{T} v(t) \psi(t) d t=\int_{0}^{T} \hat{w}_{x}(1, t) \psi(t) d t, \quad \forall \psi \in H^{1}(0,1) \tag{143}
\end{equation*}
$$

which implies that $v(t)=\hat{w}_{x}(1, t)$. This concludes the proof of the weak converge of the sequence $\left(v_{h}\right)_{h}$.
3. Proof of the strong convergence

We have already proved that $\left(v_{h}\right)_{h>0}$ converges weakly to $v=\hat{w}_{x}(1,$.$) in L^{2}(0, T)$ when $h$ goes to zero, where $\hat{w}$ is solution of (6) with initial conditions $\left(\hat{w}_{0}, \hat{w}_{1}\right)$, the minimizer of $\mathcal{J}$. By considering in (100) the test function ( $\hat{\boldsymbol{w}}_{\mathbf{O} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}$ ), we obtain from (104) that

$$
\begin{equation*}
\Delta t \sum_{n=1}^{N-1}\left(\left(\frac{\hat{w}_{J}^{n}}{h}\right)^{2}+\rho^{n} \theta_{\nu}\left(\frac{\hat{w}_{J}^{n+1}-\hat{w}_{J}^{n}}{\Delta t}\right)^{2}\right)=\frac{1}{\Delta t}\left(\left(M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}, \hat{\boldsymbol{W}}_{\boldsymbol{h}}^{\mathbf{1}}\right)-\left(M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}, \hat{\boldsymbol{W}}_{\boldsymbol{h}}^{\mathbf{0}}\right)\right) . \tag{144}
\end{equation*}
$$

Now, from the strong convergence of the Fourier coefficient, a similar computation as performed for the weak convergence leads to

$$
\begin{equation*}
\lim _{h \rightarrow 0} \frac{1}{\Delta t}\left(\left(M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{1}}, \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}\right)-\left(M_{0}^{\theta_{\nu}} \boldsymbol{Y}_{\boldsymbol{h}}^{\mathbf{0}}, \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}\right)\right)=<u_{1}, \hat{w}(., 0)>_{H^{-1}, H_{0}^{1}}-\int_{0}^{1} u_{0}(x) \hat{w}^{\prime}(x, 0) d x \tag{145}
\end{equation*}
$$

It follows from (144) that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{0}^{T}\left(\left(Q\left(\frac{\hat{w}_{J}}{h}\right)\right)^{2}+\theta_{\nu} \rho(t)\left(P^{\prime}\left(\hat{w}_{J}\right)\right)^{2}\right) d t=\int_{0}^{T}\left(\hat{w}_{x}\right)^{2}(1, t) d t \tag{146}
\end{equation*}
$$

Now, from the weak convergence of $Q\left(\hat{w}_{J} / h\right)$ to $\hat{w}_{x}(1,$.$) proved in Lemma 3.16, note that$

$$
\begin{align*}
\int_{0}^{T}\left(\hat{w}_{x}\right)^{2}(1, t) d t & \leq \lim _{h \rightarrow 0} \inf \int_{0}^{T}\left(Q\left(\frac{\hat{w}_{J}}{h}\right)\right)^{2} d t \leq \lim _{h \rightarrow 0} \sup \int_{0}^{T}\left(Q\left(\frac{\hat{w}_{J}}{h}\right)\right)^{2} d t \\
& \leq \lim _{h \rightarrow 0} \sup \int_{0}^{T}\left(\left(Q\left(\frac{\hat{w}_{J}}{h}\right)\right)^{2}+\theta_{\nu} \rho(t)\left(P^{\prime}\left(\hat{w}_{J}\right)\right)^{2}\right) d t=\int_{0}^{T}\left(\hat{w}_{x}\right)^{2}(1, t) d t \tag{147}
\end{align*}
$$

We conclude that $Q\left(\hat{w}_{J} / h\right)$ converges strongly in $L^{2}(0, T)$ to $\hat{w}_{x}(1,$.$) when h$ tends to zero. In addition, from (146), we deduce that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{0}^{T} \rho(t)\left(P^{\prime}\left(\left(\hat{w}_{J}\right)\right)\right)^{2} d t=0 \tag{148}
\end{equation*}
$$

Now, since (see the first equality in (112)),

$$
\begin{equation*}
\int_{0}^{T}\left(\left(Q\left(v_{h}\right)\right)^{2}(t)+\theta_{\nu}\left(h P^{\prime}\left(v_{h}\right)\right)^{2}(t)\right) d t=\int_{0}^{T}\left(Q\left(\frac{\hat{w}_{J}}{h}\right) Q\left(v_{h}\right)+h \theta_{\nu} \rho(t) P^{\prime}\left(\hat{w}_{J}\right)(t) P^{\prime}\left(v_{h}\right)\right) d t \tag{149}
\end{equation*}
$$

and if we take into account the former strong convergence results and the weak convergence of $Q\left(v_{h}\right)$ and $h P^{\prime}\left(v_{h}\right)$, it follows that

$$
\begin{equation*}
\lim _{h \rightarrow 0} \int_{0}^{T}\left(\left(Q\left(v_{h}\right)\right)^{2}(t)+\theta_{\nu}\left(h P^{\prime}\left(v_{h}\right)\right)^{2}(t)\right) d t=\int_{0}^{T} v(t)^{2} d t \tag{150}
\end{equation*}
$$

On the other hand,

$$
\begin{align*}
\int_{0}^{T}\left(Q\left(v_{h}\right)(t)\right. & -v(t))^{2} d t \leq \int_{0}^{T}\left(Q\left(v_{h}\right)(t)-v(t)\right)^{2} d t+\theta_{\nu} \int_{0}^{T}\left(h P^{\prime}\left(v_{h}\right)\right)^{2}(t) d t  \tag{151}\\
& \leq \int_{0}^{T}\left(\left(Q\left(v_{h}\right)\right)^{2}(t)+\theta_{\nu}\left(h P^{\prime}\left(v_{h}\right)\right)^{2}(t)\right) d t+\int_{0}^{T} v(t)^{2} d t-2 \int_{0}^{T} Q\left(v_{h}\right)(t) v(t) d t
\end{align*}
$$

By passing to the limit, it follows that $Q\left(v_{h}\right)$ converges strongly in $L^{2}(0, T)$ to $v(t)$, and nextly, according to (150) that $h P^{\prime}\left(v_{h}\right)$ converges strongly in $L^{2}(0, T)$ to zero.

To finish the proof of Theorem 2.8, let us show that $h^{2} P^{\prime}\left(v_{h}\right)$ converges strongly to zero in $L^{\infty}(0, T)$. Equality (117) implies

$$
\begin{align*}
h^{2}\left|\frac{v_{h}^{p+1}-v_{h}^{p}}{\Delta t}\right| & =\left|h \rho^{p} \frac{\hat{w}_{J}^{p+1}-\hat{w}_{J}^{p}}{\Delta t}+\theta_{\nu}^{-1} \int_{0}^{t} Q\left(v_{h}\right)(s) d s-\theta_{\nu}^{-1} \int_{0}^{t} Q\left(\frac{\hat{w}_{J}}{h}\right) d s\right| \\
& \leq\left|h \frac{\hat{w}_{J}^{p+1}-\hat{w}_{J}^{p}}{\Delta t}\right|+\theta_{\nu}^{-1} \sqrt{T}\left(\left\|Q\left(\frac{\hat{w}_{J}}{h}\right)-v\right\|_{L^{2}(0, T)}+\left\|Q\left(v_{h}\right)-v\right\|_{L^{2}(0, T)}\right) \tag{152}
\end{align*}
$$

From (119) and the strong convergence of both $Q\left(\hat{w}_{J} / h\right)$ and $v_{h}$ to the limit control $v$, we conclude that

$$
\begin{equation*}
h^{2}| | P^{\prime}\left(v_{h}\right) \|_{L^{\infty}(0, T)}=h^{2} \max _{p \in[1, N]}\left|\frac{v_{h}^{p+1}-v_{h}^{p}}{\Delta t}\right| \rightarrow 0 \quad \text { when } \quad h \rightarrow 0 . \tag{153}
\end{equation*}
$$

Remark 4.6. In Theorem 2.8, we assume the convergence of the sequence of the Fourier coefficients of the discrete initial data to the sequence of the Fourier coefficients of the continuous initial data. It is shown in [4] that the weak (resp. strong) convergence in $L^{2}(0,1)$ is fulfilled if the initial data are piecewise continuous (resp. once differentiable with continuous derivative in $[0,1]$ ) functions.

### 4.4. Summary - Invariance of the parametrized family $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right)$

Before the section devoted to numerical simulations let us summarize the results obtained. The introduction of two parameters $\alpha, \theta$ in the usual centered finite difference scheme permits to restore the commuting property between HUM controllability and numerical discretization. $\theta$ acts on the uniform controllability (and therefore on the convergence of $v_{h}$ ) whereas $\alpha$ acts on the stability of the scheme (and therefore on the convergence of $\left.y_{h}\right)$. A natural question that appears concerns the choice of the best parameters. The consistency of the scheme suggests that $\alpha=1 / 12$ or $\theta=1 / 12$ are good candidates. However, quite surprisingly, the two parameters can be eliminated. For all $\theta, \alpha, \nu) \in \mathcal{C}$, the parameter $\theta_{\nu}$ is invariant to $\alpha$ and $\theta$ :

$$
\begin{equation*}
\theta_{\nu}=\frac{1}{4}\left(1-\nu^{2}\right) \tag{154}
\end{equation*}
$$

Therefore, the main equation of $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right)$ becomes

$$
\begin{equation*}
\Delta_{\Delta t} y_{j}^{n}+\frac{1}{4}\left(h^{2}-\Delta t^{2}\right) \Delta_{h} \Delta_{\Delta t} y_{j}^{n}=\Delta_{h} y_{j}^{n} \tag{155}
\end{equation*}
$$

and the condition of stability and uniform controllability is

$$
\begin{equation*}
\Delta t<h \sqrt{\frac{T}{2}} \tag{156}
\end{equation*}
$$

depending only on the time of exact controllability $T>2$. In particular, for $\Delta t=h$, the additional term vanishes and we reobtain the uniform controllability of the usual centered scheme. The additional term defined on the whole space interval $(0,1)$ is neglectable for the small frequency solutions and of order of the energy for the highest frequency solutions. This term permits to damp out the spurious high frequency solutions in uniform time while preserving the convergence towards the solution. For $\Delta t \neq h$, the consistency of this new scheme is of order two in space and time. This kind of method is similar to the Tychonov regularization used in [8] and also more recently revisited in [15].

## 5. Numerical Simulations

The aim of this section is to present some simple numerical experiments in order to confirm the theoretical results that indicate the efficiency of the scheme $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right)$ in order to restore uniform controllability. The computations presented in the sequel are performed using the Matlab package with double precision.
We applied the HUM method to obtain the minimal $L^{2}$-norm control. Let us recall that the HUM method consists of finding the initial conditions $\left(\hat{w}_{0}, \hat{w}_{1}\right)$ of the homogeneous adjoint system (6) minimizing the functional $\mathcal{J}$ defined by (5). The control is then given $v(t)=\hat{w}_{x}(1, t)$. This linear minimization problem can be reformulated by introducing the operator $\Lambda:\left(H_{0}^{1}(0,1) \times L^{2}(0,1)\right) \rightarrow H^{-1}(0,1) \times L^{2}(0,1)$ which is associated $\left(w_{0}, w_{1}\right)$ and $\left(y_{0}, y_{1}\right)$ such that

$$
\begin{equation*}
\Lambda\left(\hat{w}_{0}, \hat{w}_{1}\right)=\left(y_{1},-y_{0}\right) . \tag{157}
\end{equation*}
$$

If $T$ is sufficiently large, $\Lambda$ is an isomorphism from $H_{0}^{1}(0,1) \times L^{2}(0,1)$ onto $H^{-1}(0,1) \times L^{2}(0,1)[16]$ and satisfies

$$
\begin{equation*}
<\Lambda\left(\hat{w}_{0}, \hat{w}_{1}\right),\left(\hat{w}_{0}, \hat{w}_{1}\right)>=\int_{0}^{1}\left(\hat{w}_{x}(1, t)\right)^{2} d t . \tag{158}
\end{equation*}
$$

in order to solve numerically this linear problem, the direct approach consists of computing explicitly the matrix $\Lambda_{h, \Delta t}^{\theta, \boldsymbol{\alpha}} \in \mathcal{M}_{2 J \times 2 J}(\mathbb{R})$ associated to the operator $\Lambda$ and write that

$$
\begin{equation*}
\left(\hat{w}_{0 h}, \hat{w}_{1 h}\right)=\left(\Lambda_{h, \Delta t}^{\theta, \alpha}\right)^{-1}\left(y_{1 h},-y_{0 h}\right) \tag{159}
\end{equation*}
$$

In the subsection 7.2 , we present the explicit calculus of the matrix $\boldsymbol{\Lambda}_{h, \Delta t}^{\theta, \boldsymbol{\alpha}}$. The indirect method consists, following [9], of using a conjugate gradient algorithm to solve (157). This approach avoids to compute the inverse of $\boldsymbol{\Lambda}_{h, \Delta t}^{\theta, \boldsymbol{\alpha}}$ and is less CPU time consuming.

### 5.1. Numerical study of the condition number of $\Lambda_{h, \Delta t}^{\theta, \alpha}$

In this section, we use the explicit expression of the positive definite matrix $\boldsymbol{\Lambda}_{\boldsymbol{h}, \Delta \boldsymbol{\Delta}}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}$ to compute its condition number $\operatorname{cond}\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \boldsymbol{\Delta} t}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}\right)$ defined as the ratio of the largest eigenvalue over the lowest eigenvalue.

Figure 6 depicts the evolution of $\log \left(\operatorname{cond}\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \boldsymbol{\Delta} \boldsymbol{t}}^{\boldsymbol{\theta} \boldsymbol{\alpha}}\right)\right)$ in function of $1 / h$ for $\theta=\alpha=0$ and different values of $\nu=\Delta t / h \leq 1$, i.e for $(\theta, \alpha, \nu) \in \mathcal{S}$ corresponding to the usual centered finite difference scheme. For $\nu<1$ i.e. $(\theta, \alpha, \nu) \notin \mathcal{C}$ it appears that $\operatorname{cond}\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \Delta \boldsymbol{\Delta} \boldsymbol{t}}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}\right)$ increases exponentially with $1 / h$ :

$$
\begin{equation*}
\operatorname{cond}\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \boldsymbol{\Delta} t}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}\right) \approx C_{\nu} e^{\beta_{\nu} / h} \quad \text { for } \quad \nu<1 \tag{160}
\end{equation*}
$$

where the coefficient $C_{\nu}>0$ and $\beta_{\nu}>0$ depend on the ratio $\nu$. On the other hand, for $\nu=1$ and $\theta=\alpha \geq 0$,


Figure 6. $\log \left(\operatorname{cond}\left(\boldsymbol{\Lambda}_{h, \Delta t}^{\theta, \boldsymbol{\alpha}}\right)\right)$ vs. $1 / h$ for various values of $\nu=\Delta t / h \leq 1$ and $\theta=\alpha=0$. $T=2.4\left(>2 \max \left(1, \nu^{2}\right)\right)$.
i.e. such that $(\theta, \alpha, \nu) \in C$, the behavior is only polynomial with respect to $1 / h$ (see Figure 7). More precisely, we obtain

$$
\begin{equation*}
\operatorname{cond}\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \boldsymbol{\Delta} t}^{\theta, \boldsymbol{\alpha}}\right) \approx e^{-0.1716} h^{-2.15} \quad \text { for } \quad \nu=1 \tag{161}
\end{equation*}
$$

which is the slope frequently observed in well-posed finite element and finite difference schemes. Figure 7 represents also the $\log \left(\operatorname{cond}\left(\boldsymbol{\Lambda}_{h, \Delta t}^{\theta, \boldsymbol{\alpha}}\right)\right)$ in function of $\log (1 / h)$ for other values of $(\theta, \alpha, \nu) \in \mathcal{C}$. The same evolution, and in particular the same slope, is observed. We also highlight that the condition $T>2 \max \left(1, \nu^{2}\right)$ is a necessary condition for the uniform controllability. For instance, let us consider $\theta=\alpha=1 / 4$ implying $(\theta, \alpha, \nu) \in \mathcal{C}$ for all $\nu>0$. Figure 8 depicts the evolution of $\log \left(\operatorname{cond}\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \Delta t}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}\right)\right)$ in function of $\log (1 / h)$ for three values of $\nu: 0.8,1$ and 1.2. For $\nu=0.8$ and $\nu=1$., we obtain a polynomial evolution. On the contrary, for $\nu=1.2$ which implies $2 \max \left(1, \nu^{2}\right)=2 \times(1.2)^{2}>T=2.4$, the evolution blows up for a $h$ small enough. The evolution of the condition number of $\Lambda_{h, \Delta t}^{\theta, \alpha}$ associated to the HUM operator $\Lambda$ indicates clearly that the numerical resolution of the control problem with the usual finite difference scheme $\left(\mathcal{S}_{h, \Delta t}^{0,0}\right), h \neq \Delta t$ is not well-posed. As we will see in the next paragraph, the exponential behavior of $\operatorname{cond}\left(\boldsymbol{\Lambda}_{h, \Delta t}^{\theta, \alpha}\right)$ may be produced, for $h$ small enough, a bad approximation of $\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \boldsymbol{\Delta} \boldsymbol{t}}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}\right)^{-1}$ used with a direct method, and a divergence of an iterative approach, like the conjugate gradient algorithm. On the contrary, the use of the scheme $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right)$ with $(\theta, \alpha, \nu) \in \mathcal{C}$ and $T>2 \max \left(1, \nu^{2}\right)$ permits to recover the usual polynomial behavior of the condition number. We remark that these different behaviors are utterly independent of the regularity of the initial condition.

### 5.2. Numerical examples

In the rest of this section, we present some numerical experiments. For brevity, we consider only one initial condition. We take the most singular situation where the initial condition $y_{0}$ is discontinuous. We compare the result obtained from the usual finite difference scheme (FDS), i.e. $\left(\mathcal{S}_{h, \Delta t}^{0,0}\right), \Delta t<h$, the scheme $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right)$ for $(\theta, \alpha, \nu) \in \mathcal{C}(\mathrm{MDS})$ and the bi-grid method (BI-GRID) introduced in [9] (see also [1]). When the initial


Figure 7. $\log \left(\operatorname{cond}\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \boldsymbol{\Delta} \boldsymbol{t}}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}\right)\right)$ vs. $\quad \log (1 / h) . \quad T=2.4(>$ $\left.2 \max \left(1, \nu^{2}\right)\right),(\theta, \alpha, \nu) \in \mathcal{C}$.


Figure 8. $\log \left(\operatorname{cond}\left(\boldsymbol{\Lambda}_{\boldsymbol{h}, \boldsymbol{\Delta} t}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}\right)\right)$
vs. $\log (1 / h) . T=2.4, \theta=$ $\alpha=1 / 4$ and $\nu \in\{0.8,1,1.2\}$.
condition ( $y_{0}, y_{1}$ ) are both continuous, the usual centered scheme (FDS) provides good numerical results and convergence of the discrete control is observed (see for instance [5] for numerical simulations in 2-D). This point is in agreement with the theoretical result at the semi-discrete level presented in [19]. The loss of uniform controllability occurs when the initial velocity $y_{1}$ is discontinuous. The well-known Glowinski-Li-Lions test enters in this case (see [9]).

On the interval $[0,1]$, we consider the following discontinuous initial conditions associated to the wave equation (1):

$$
y_{0}(x)=\left\{\begin{array}{cc}
16 x & x \in[0,1 / 2],  \tag{162}\\
0 & x \in] 1 / 2,1] .
\end{array} \quad ; \quad y_{1}(x)=0\right.
$$

Let us take $T=2.4$. The control $v$ associated to (1) which minimizes the energy $J$ with minimal $L^{2}$-norm is the following discontinuous function :

$$
v(t)=\left\{\begin{array}{cc}
0 & t \in[0,0.9] \cup[1.9, T]  \tag{163}\\
8(t-1.4) & t \in] 0.9,1.9[
\end{array}\right.
$$

leading to $\|v\|_{L^{2}(0, T)}=4 / \sqrt{3} \approx 2.3094$. The corresponding initial conditions of the forward problem (6) are

$$
\hat{w}_{0}(x)=0 \quad ; \quad \hat{w}_{1}(x)=\left\{\begin{array}{cc}
-8 x & x \in[0,1 / 2[  \tag{164}\\
0 & x \in[1 / 2,1]
\end{array}\right.
$$

5.2.1. Usual centered finite scheme $\left(\mathcal{S}_{h, \Delta t}^{0,0}\right), \Delta t \leq h(F D S)$

Let us use the usual centered scheme $\left(\mathcal{S}_{h, \Delta t}^{0,0}\right)$, with $\nu=0.98$ coupled with the direct inverse method (159). Figures 9 represent $\left(\hat{w}_{1 \boldsymbol{h}}\right)$, for $h=1 / 10,1 / 20,1 / 30$ and $1 / 40$, obtained by (159). On these figures, the curve in dash dot represents the solution $\hat{w}_{1}$ of the continuous system defined in (164). As expected, due to the irregularity of the initial condition $y_{0}$ which exhibits high frequency components of the solution $y$, the method produces a divergent sequence. Figures 10 represent the discrete control $\boldsymbol{v}_{\boldsymbol{h}}$ (and more precisely $P\left(\boldsymbol{v}_{\boldsymbol{h}}\right)$ ) associated to $\left(\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}, \hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}\right)$. The curve in dash dot represents the control $v$ defined in (163). For $\nu<1$ it appears that the $L^{2}$-norm of the control diverges when $h$ tends to zero with a rate higher than $\exp (1 / h)$ (see Figure 11). For $\nu=1,\left\|Q\left(\boldsymbol{v}_{\boldsymbol{h}}\right)\right\|_{L^{2}(0, T)}$ converges to a finite value when $h=\Delta t$ goes to zero.

The use of the indirect inverse method - conjugate gradient algorithm - does not produce a better result. The


Figure 9. (FDS) $P\left(\hat{\boldsymbol{w}}_{1 \boldsymbol{h}}\right)(x)$ vs. $x \in[0,1], \nu=0.98, T=2.4$ and $h=1 / 10$ (top left), $h=1 / 20$ (top right), $h=1 / 30$ (bottom left), $h=1 / 40$ (bottom right).
error produced by this algorithm at the n-th iteration is of order (see [11])

$$
\begin{equation*}
\left(\frac{\sqrt{\operatorname{cond}\left(\boldsymbol{\Lambda}_{h, \Delta t}^{\theta, \boldsymbol{\alpha}}\right)}-1}{\sqrt{\operatorname{cond}\left(\boldsymbol{\Lambda}_{h, \Delta t}^{\theta, \boldsymbol{\alpha}}\right)}+1}\right)^{n} \tag{165}
\end{equation*}
$$

Hence, if the condition number is of order $h^{-2}$, the error at the $n-t h$ iteration is of order $(1-2 h)^{n} \approx 1-2 h n$, whereas if the condition number is of order $\exp (1 / h)$, the error is of order $(1-2 \exp (-1 /(2 h)))^{n} \approx 1-$ $2 n \exp (-1 /(2 h))$. In the last situation, the convergence of the algorithm is not guaranteed. Figure 12-left depicts the relative error of the residual associated to the iterative algorithm for three values of $h$. For the smallest one, i.e. $h=1 / 25$, the algorithm does not converges. On the contrary, the use of the scheme $\left(S_{h, \Delta t}^{\theta, \alpha}\right)$ (MFS) with $(\theta, \alpha, \nu) \in \boldsymbol{C}$ produces a decreasing relative error and a fast convergence (see Figure 12-right). Let us note however that the behavior of the error for $h=1 / 25$ leads to an interesting remark. After a few iterations, the error reaches the relative value $\approx 10^{-2}$ and then increases. This means that the usual centered scheme is able to solve the approximate controllability problem where the goal is to drive the solution to an $\epsilon$-state such that

$$
\begin{equation*}
\|y(., T)\|_{L^{2}(0,1)}+\left\|y^{\prime}(., T)\right\|_{H^{-1}(0,1)} \leq \epsilon, \quad \epsilon>0 \tag{166}
\end{equation*}
$$



Figure 10. (FDS): Control $P\left(\boldsymbol{v}_{\boldsymbol{h}}\right)(t)$ vs. $t \in[0, T], \nu=0.98, T=2.4$ and $h=1 / 10$ (top left), $h=1 / 20$ (top right), $h=1 / 30$ (bottom left), $h=1 / 40$ (bottom right).


Figure 11. (FDS) $\log \left(\left\|Q\left(\boldsymbol{v}_{\boldsymbol{h}}\right)\right\|_{L^{2}(0, T)}\right)$ vs. $1 / h$ for different values of $\nu . T=2.4$

Actually, in this case, the approximate control of the full discrete system can be obtained by minimizing the functional

$$
\begin{equation*}
\mathcal{J}_{h}^{\epsilon}\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)=\mathcal{J}_{h}\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)+\epsilon\left\|\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right\|_{1}^{2} \tag{167}
\end{equation*}
$$

leading to an observability constant $C(h, T)+\epsilon$ uniformly bounded by below with respect to $h$ and $\Delta t$.


Figure 12. Log10(Relative error of the residual) vs. iteration of the conjugate gradient algorithm - Left : (FDS) with $\nu=0.99$ and $h=1 / 15,1 / 20,1 / 25$ - Right : $h=1 / 25$ (FDS) with $\nu=0.99$, (MFS) and Bi-Grid with $\nu=0.8$.
5.2.2. Modified finite difference scheme $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right),(\theta, \alpha, \nu) \in \mathcal{C}$ (MFS)

Let us now present some results associated to the scheme $\left(\mathcal{S}_{h, \Delta t}^{\theta, \alpha}\right)$ and $(\theta, \alpha, \nu) \in \boldsymbol{C}$. The minimization problem is solved using a conjugate gradient algorithm. Convergence is assumed to be attained when the relative error on the residual is less than $\varepsilon=1 . E-08$. Table 1 summarizes the results obtained with $(\theta, \alpha, \nu) \approx$ $(1 / 20,1 / 12,1.095445)$. Results illustrate the convergence of the discrete control. Convergence is obtained after a number of iterations which is independent of $h$. The initial condition being irregular, Theorem 2.8 only ensures weak convergence in the $L^{2}$-norm. We numerically observe the strong convergence of the discrete control $\left(\boldsymbol{v}_{\boldsymbol{h}}\right)_{h}$ (and also of $\hat{\boldsymbol{w}}_{\mathbf{1} \boldsymbol{h}}$ ) with low rate (see Figure 13). Figures 14 and 15 then depicts the discrete control $P\left(\boldsymbol{v}_{\boldsymbol{h}}\right)$ and initial forward condition $P\left(\hat{\boldsymbol{w}}_{1 \boldsymbol{h}}\right)$ for $\mathrm{h}=1 / 21, h=1 / 41, h=1 / 81$ and $h=1 / 161$. The pictures highlight the well known numerical Gibbs phenomenon at the discontinuity of the control, i.e. at $t=0.9$ and $t=1.9$. It is also interesting to note that the system is stabilized at time $t=1.9$ lower than $T=2.4$.

In the same spirit, Table 2 and Figures 16 display the results obtained with $(\theta, \alpha, \nu) \approx(1 / 12,1 / 24,0.894427)$. For these value leading to $\nu<1$, the results are slightly deteriorated. Observe for instance the ratio $\left\|\boldsymbol{y}_{\boldsymbol{h}}(T)\right\|_{L^{2}(0,1)} /\left\|\boldsymbol{y}_{\boldsymbol{h}}(0)\right\|_{L^{2}(0,1)}$ which indicates the decreasing rate of the solution for the $L^{2}$-norm. This ratio is greater than the ratio obtained in Table 1. We note also that the algorithm requires more iterations in order to converge. If we exclude the particular case $\nu=1$ leading to exact values, we observe that the best results in terms of convergence rate and relative error are obtained for the largest value of $\nu$ that ensures uniform controllability, i.e. $\nu \approx \sqrt{T / 2}$. This was the case with $\theta=1 / 20$ and $\alpha=1 / 12$.

### 5.2.3. Bi-grid finite difference scheme $\nu \leq 1$ (Bi-Grid)

To conclude this section, we now compare our scheme with the scheme proposed in [9] based on a bi-grid strategy. It consists of performing some parts of the algorithm on a coarse grid. This projection has the effect to regularize the initial condition. [9] presents a numerical study that indicates the efficiency of the method. In our example, the results are given by Table 3, Figures 17 and 18. At a first glance, the result seems very good. In particular, the number of iteration to reach convergence is low (see also Figure 12 right). However, the ratio $\left\|\boldsymbol{y}_{\boldsymbol{h}}(T)\right\|_{L^{2}(0,1)} /\left\|\boldsymbol{y}_{\boldsymbol{h}}(0)\right\|_{L^{2}(0,1)}$ in Table 3 indicates that the control obtained does not drive the solution at rest at time $T$. This result is not a contradiction. The theoretical proof of convergence for this method


Figure 13. Relative error $\frac{\left\|\boldsymbol{v}_{\boldsymbol{h}}-\boldsymbol{v}\right\|_{0, \partial \Omega}}{\|\boldsymbol{v}\|_{0, \partial \Omega}} \approx e^{-0.3475} h^{0.2530}(\circ)$ and $\frac{\left\|\hat{\boldsymbol{w}}_{1 h}-\hat{\boldsymbol{w}}_{1}\right\|_{0, \partial \Omega}}{\left\|\hat{\boldsymbol{w}}_{1}\right\|_{0, \partial \Omega}}=e^{-1.2149} h^{0.5082}$ (*) vs. $1 / h[$ Log-Log scale].


Figure 14. (MFS) Control $P\left(\boldsymbol{v}_{\boldsymbol{h}}\right)(t)$ vs. $t \in[0, T]-(\theta, \alpha, \nu) \approx(1 / 20,1 / 12,1.095445), T=2.4$ and $h=1 / 21,1 / 41,1 / 81,1 / 161$.

|  | $\mathrm{h}=1 / 21$ | $\mathrm{~h}=1 / 41$ | $\mathrm{~h}=1 / 81$ | $\mathrm{~h}=1 / 161$ | $\mathrm{~h}=1 / 321$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Nb. iteration | 9 | 5 | 4 | 4 | 4 |
| $\left\\|\hat{\boldsymbol{w}}_{0 \boldsymbol{h}}\right\\|_{L^{2}(0,1)}$ | 0.000846908 | 0.000149009 | $2.63 \mathrm{e}-006$ | $7.04913 \mathrm{e}-009$ | $4.35578 \mathrm{e}-013$ |
| $\left\\|\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}\right\\|_{H^{1}(0,1)}$ | 0.00780284 | 0.00175735 | $4.03116 \mathrm{e}-005$ | $1.49863 \mathrm{e}-007$ | $9.9983 \mathrm{e}-012$ |
| $\frac{\left\\|\boldsymbol{w}_{\boldsymbol{1}}-\hat{\boldsymbol{w}}_{1 \boldsymbol{h}}\right\\|_{L^{2}(0,1)}}{\left\\|\hat{\boldsymbol{w}}_{1}\right\\|_{L^{2}(0,1)}}$ | 0.0619121 | 0.0442768 | 0.0314859 | 0.02233 | 0.0158137 |
| $\frac{\left\\|\boldsymbol{y}_{\mathbf{0}}-\boldsymbol{y}_{\mathbf{o n}}\right\\|_{L^{2}(0, T)}}{\left\\|\boldsymbol{y}_{0}\right\\|_{L^{2}(0,1)}}$ | 0.000171413 | $3.95289 \mathrm{e}-005$ | $4.07445 \mathrm{e}-005$ | $2.69717 \mathrm{e}-005$ | $1.92028 \mathrm{e}-005$ |
| $\\| \boldsymbol{\boldsymbol { y } _ { 1 \boldsymbol { h } } \\| _ { H ^ { - 1 } ( 0 , 1 ) }}$ | 0.00053694 | 0.000184141 | $3.98393 \mathrm{e}-005$ | $1.61162 \mathrm{e}-007$ | $1.14645 \mathrm{e}-011$ |
| $\frac{\left\\|\boldsymbol{v}_{\boldsymbol{h}}-\boldsymbol{v}\right\\|_{L^{2}(0, T)}}{\\|\boldsymbol{v}\\|_{L^{2}(0, T)}}$ | 0.324091 | 0.272798 | 0.232061 | 0.207709 | 0.16381 |
| $\left\\|\boldsymbol{v}_{\boldsymbol{h}}\right\\|_{L^{2}(0, T)}$ | 2.13703 | 2.21929 | 2.26328 | 2.28606 | 2.29766 |
| $\frac{\left\\|\boldsymbol{y}_{\boldsymbol{h}}(T)\right\\|_{L^{2}(0,1)}}{\left\\|\boldsymbol{y}_{\boldsymbol{h}}(0)\right\\|_{L^{2}(0,1)}}$ | 0.00580092 | 0.00141641 | $5.37207 \mathrm{e}-005$ | $2.07521 \mathrm{e}-005$ | $1.44698 \mathrm{e}-005$ |

Table 1. (MFS) Results obtained with MFS for $(\theta, \alpha, \nu) \approx(1 / 20,1 / 12,1.095445)$.


Figure 15. (MFS) $P\left(\hat{\boldsymbol{w}}_{1 \boldsymbol{h}}\right)(x)$ vs. $x \in[0,1]-(\theta, \alpha, \nu) \approx(1 / 20,1 / 12,1.095445), T=2.4$ and $h=1 / 21,1 / 41,1 / 81,1 / 161$.

|  | $\mathrm{h}=1 / 21$ | $\mathrm{h}=1 / 41$ | $\mathrm{h}=1 / 81$ | $\mathrm{h}=1 / 161$ | $\mathrm{h}=1 / 321$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Nb. iteration | 11 | 11 | 11 | 11 | 11 |
| $\left\\|\hat{w}_{\mathbf{O} \boldsymbol{h}}\right\\|_{L^{2}(0,1)}$ | 0.0080438 | 0.00279635 | 0.00133671 | 0.000474703 | 0.000171095 |
| $\left\\|\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}\right\\|_{H^{1}(0,1)}$ | 0.121 | 0.0882796 | 0.067398 | 0.046819 | 0.0336129 |
| $\frac{\left\\|\hat{\boldsymbol{w}}_{1}-\hat{\boldsymbol{w}}_{1 \boldsymbol{h}}\right\\|_{L^{2}(0,1)}}{\left\\|\hat{\boldsymbol{w}}_{1}\right\\|_{L^{2}(0,1)}}$ | 0.0348545 | 0.0251213 | 0.0200815 | 0.0136948 | 0.00985628 |
| $\frac{\left\\|y_{0}-y_{\mathbf{o}}\right\\|_{L^{2}(0,1)}}{\left\\|\boldsymbol{y}_{\mathbf{O}}\right\\|_{L^{2}(0,1)}}$ | 0.000879055 | 0.000627187 | 0.000506205 | 0.000370724 | 0.000263518 |
| $\left\\|\boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right\\|_{H^{-1}(0,1)}$ | 0.00235356 | 0.00189625 | 0.00139522 | 0.00102185 | 0.000699627 |
| $\frac{\\|\boldsymbol{v} \boldsymbol{\boldsymbol { h }}-\boldsymbol{v}\\|_{L^{2}(0, T)}}{\\|\boldsymbol{v}\\|_{L^{2}(0, T)}}$ | 0.363298 | 0.311467 | 0.24415 | 0.185029 | 0.160107 |
| $\left\\|\boldsymbol{v}_{\boldsymbol{h}}\right\\|_{L^{2}(0, T)}$ | 2.14065 | 2.22097 | 2.26356 | 2.28646 | 2.29783 |
| $\frac{\left\\|\boldsymbol{y}_{\boldsymbol{h}}(T)\right\\|_{L^{2}(0,1)}}{\left\\|\boldsymbol{y}_{\boldsymbol{h}}(0)\right\\|_{L^{2}(0,1)}}$ | 0.008666 | 0.016713 | 0.00667307 | 0.00168309 | 0.0015795 |

TABLE 2. (MFS) Results obtained with MFS for $(\theta, \alpha, \nu) \approx(1 / 12,1 / 24,0.894427)$.


Figure 16. (MFS) Control $P\left(\boldsymbol{v}_{\boldsymbol{h}}\right)(t)$ vs. $t \in[0, T]-(\theta, \alpha, \nu) \approx(1 / 12,1 / 24,0.894427), T=2.4$ and $h=1 / 21,1 / 41,1 / 81,1 / 161$.
remains to be done. It was recently proved in [24] that the control obtained by this method only controls the projection of the discrete wave system on the coarse mesh. Figures 18 shows that the sequence $\left(P\left(\hat{\boldsymbol{w}}_{1 \boldsymbol{h}}\right)\right)_{h}$ converges to a function, say $\tilde{w}_{1}$, slightly different from $\hat{w}_{1}$ at the discontinuity $x=1 / 2$. According to [24], we may conjecture that the initial conditions ( $\tilde{y}_{0}, \tilde{y}_{1}$ ) associated to ( $\tilde{w}_{0}, \tilde{w}_{1}$ ) using (157) are a kind of regularization of $\left(y_{0}, y_{1}\right)$. In our example, the bi-grid procedure has no regularization effect on $y_{0}$. The projection of $y_{0}$ on a coarse grid remains discontinuous with a jump independent of $h$. This example shows that the test on the relative residual commonly used in the literature should be replaced or at least confirmed by a test on the quantity $\left\|\boldsymbol{y}_{\boldsymbol{h}}(T)\right\|_{L^{2}(0,1)} /\left\|\boldsymbol{y}_{\boldsymbol{h}}(0)\right\|_{L^{2}(0,1)}$ or $E_{h}(T) / E_{h}(0)$ where $E_{h}$ designates the discrete energy associated to the system (21). We add that this numerical pathologies remains if we consider $\nu=1$. On the other hand, if we consider a continuous regularization of $y_{0}$, the Bi-Grid method becomes very efficient for $\nu \leq 1$.
For regular initial data, the implicit scheme (MFS) is comparable in term of CPU time with the explicit scheme obtained by the Bi-Grid method. The implicit character (inversion of the tri-diagonal mass matrix $M_{0}^{\theta_{\nu}}$ ) is compensated by the less restrictive stability and controllability condition $\Delta t \leq h \sqrt{T / 2}$. For the Bi-Grid method, we recall that this condition is $\Delta t \leq h$. In this respect, it may be interesting to couple, for regular initial conditions, these two methods. This will produce an implicit scheme with part of computations performed on the coarse grid.

|  | $\mathrm{h}=1 / 21$ | $\mathrm{~h}=1 / 41$ | $\mathrm{~h}=1 / 81$ | $\mathrm{~h}=1 / 161$ | $\mathrm{~h}=1 / 321$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Nb. iteration | 7 | 8 | 7 | 6 | 6 |
| $\left\\|\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}\right\\|_{L^{2}(0,1)}$ | 0.00569164 | 0.00171293 | 0.000773171 | 0.000245656 | $6.82782 \mathrm{e}-005$ |
| $\left\\|\hat{\boldsymbol{w}}_{\mathbf{0} \boldsymbol{h}}\right\\|_{H^{1}(0,1)}$ | 0.0424603 | 0.0249753 | 0.0184336 | 0.0132289 | 0.009157 |
| $\frac{\left\\|\hat{\boldsymbol{w}}_{\mathbf{1}}-\hat{\boldsymbol{w}}_{1 \boldsymbol{h}}\right\\|_{L^{2}(0,1)}}{\left\\|\hat{\boldsymbol{w}}_{1}\right\\|_{L^{2}(0,1)}}$ | 0.105889 | 0.077454 | 0.0550586 | 0.0391519 | 0.0278292 |
| $\frac{\left\\|\boldsymbol{y}_{\mathbf{o}}-\boldsymbol{y}_{\mathbf{o} h}\right\\|_{L^{2}(0,1)}}{\left\\|\boldsymbol{y}_{\mathbf{o}}\right\\|_{L^{2}(0,1)}}$ | 0.267206 | 0.195063 | 0.139463 | 0.0991343 | 0.070346 |
| $\left\\|\left\\|\boldsymbol{y}_{\boldsymbol{1}}\right\\|_{H^{-1}(0,1)}\right.$ | 0.0957837 | 0.0621117 | 0.0453737 | 0.0324067 | 0.0226495 |
| $\frac{\left\\|\boldsymbol{v}_{\boldsymbol{h}}-\boldsymbol{v}\right\\|_{0, \partial \Omega}}{\\|\boldsymbol{v}\\|_{L^{2}(0, T)}}$ | 0.376652 | 0.310142 | 0.255145 | 0.208134 | 0.166963 |
| $\\| \boldsymbol{\boldsymbol { v } _ { \boldsymbol { h } } \\| _ { L ^ { 2 } ( 0 , T ) }}$ | 2.29027 | 2.30346 | 2.3068 | 2.30823 | 2.30888 |
| $\frac{\left\\|\boldsymbol{y}_{\boldsymbol{h}}(T)\right\\|_{L^{2}(0,1)}}{\left\\|\boldsymbol{y}_{\boldsymbol{h}}(0)\right\\|_{L^{2}(0,1)}}$ | 0.186798 | 0.132 | 0.0961499 | 0.0689093 | 0.049955 |

Table 3. (Bi-Grid) Results obtained with BI-GRID for different values of $h-\nu=0.5$.

## 6. Conclusions

In the framework of the exact boundary controllability, we have introduced in this work a parametrized implicit and consistent scheme for the 1-D wave equation. The use of a discrete version of an Ingham inequality has then allowed us to determine the subset of these parameters which leads to uniform observability and controllability properties with respect to the parameters of discretization. The resulting scheme, similar to those obtained after a Tychonov regularization, is an implicit one where some differential terms of order four, factors of $h^{2}$ and $\Delta t^{2}$ appear. Under the stability and uniform controllability condition $\Delta t<h \sqrt{T / 2}$, we have shown, using a Fourier analysis, the strong convergence of the discrete control toward the continuous control with minimal $L^{2}$-norm. The numerical experiments presented are in very good agreement with the theory. Concerning the CPU time, the scheme appears comparable with the multi-grid method. The implicit character of the scheme is compensated by a less restrictive condition on the ratio $\Delta t / h$. It will be now interesting to study whether or not it is possible to extend or adapt this kind of fully discrete analysis to more complicated


Figure 17. (Bi-Grid) Control $P\left(\boldsymbol{v}_{\boldsymbol{h}}\right)(t)$ vs. $t \in[0, T]$ obtained with the bi-grid method $\nu=0.5, T=2.4$ and $h=1 / 21,1 / 41,1 / 81,1 / 161$.
models, like for instance the elasto-dynamic model or to higher dimension, for which contrary to the 1-D wave system, no exact scheme is known.

## 7. Appendix

### 7.1. Appendix 1: Proof of the relation (122)

The aim of this first appendix is to show the equality (122), i.e.

$$
\begin{equation*}
\left\|\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right\|_{-1}^{2}=\frac{1}{2} \sum_{k=1}^{J}\left(\cos ^{2}\left(\frac{k \pi h}{2}\right)+\nu^{2} \sin ^{2}\left(\frac{k \pi h}{2}\right)\right)\left(\left(\bar{a}_{k, h}\right)^{2}+\left(\frac{\bar{b}_{k, h}}{\mu_{k, h}}\right)^{2}\right) \tag{168}
\end{equation*}
$$

In order to simplify the expressions of this appendix, we note

$$
\begin{equation*}
c_{k}=\cos \left(\frac{k \pi h}{2}\right), \quad s_{k}=\sin \left(\frac{k \pi h}{2}\right), \quad c_{1 k}=\cos \left(\mu_{k, h} \Delta t\right), \quad s_{1 k}=\sin \left(\mu_{k, h} \Delta t\right) \tag{169}
\end{equation*}
$$

$\left(\boldsymbol{y}_{0 h}, \boldsymbol{y}_{1 h}\right)$ are given by (29), i.e.

$$
\begin{equation*}
\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}=\frac{1}{2} \sum_{k=1}^{J}\left[\bar{a}_{k, h}\left(1+c_{1 k}\right)+\frac{\bar{b}_{k, h}}{\mu_{k, h}} s_{1 k}\right] \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}}, \quad \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}=\sum_{k=1}^{J}\left[\bar{a}_{k, h} \frac{\left(c_{1 k}-1\right)}{\Delta t}+\frac{\bar{b}_{k, h}}{\mu_{k, h}} \frac{s_{1 k}}{\Delta t}\right] \boldsymbol{\phi}_{\boldsymbol{k}, \boldsymbol{h}} . \tag{170}
\end{equation*}
$$



Figure 18. (Bi-Grid) $P\left(\hat{\boldsymbol{w}}_{1 \boldsymbol{h}}\right)(x)$ vs. $x \in[0,1]$ with the Bi-Grid method $-\nu=0.5, T=2.4$ and $h=1 / 21,1 / 41,1 / 81,1 / 161$.

We recall that the eigenvalues of $K$ are $\lambda_{k}^{K}=4 s_{k}^{2}, k=1, \ldots, J$. Therefore, using (154), for $(\theta, \alpha, \nu) \in \mathcal{C}$, the eigenvalues of $M_{0}^{\theta_{\nu}}$ and $M_{1}^{\theta_{\nu}}$ are

$$
\begin{equation*}
\lambda_{k}^{M_{0}^{\theta_{\nu}}}=1-\left(1-\nu^{2}\right) s_{k}^{2}=c_{k}^{2}+\nu^{2} s_{k}^{2}, \quad \lambda_{k}^{M_{1}^{\theta_{\nu}}}=1-s_{k}^{2}=c_{k}^{2} \tag{171}
\end{equation*}
$$

According to (83), this leads to

$$
\begin{equation*}
\left(M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}, K_{h}^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{1 h}}\right)=\frac{1}{8} \sum_{k=1}^{J} \frac{\left(c_{k}^{2}+\nu^{2} s_{k}^{2}\right)^{2}}{s_{k}^{2}} h^{2}\left[\bar{a}_{k, h} \frac{\left(c_{1 k}-1\right)}{\Delta t}+\frac{\bar{b}_{k, h}}{\mu_{k, h}} \frac{s_{1 k}}{\Delta t}\right]^{2} . \tag{172}
\end{equation*}
$$

Similarly, we obtain

$$
\begin{equation*}
\left(M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}},\left(M_{1}^{\theta_{\nu}}\right)^{-1} M_{0}^{\theta_{\nu}} \boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}\right)=\frac{1}{8} \sum_{k=1}^{J} \frac{\left(c_{k}^{2}+\nu^{2} s_{k}^{2}\right)^{2}}{c_{k}^{2}}\left[\bar{a}_{k, h}\left(1+c_{1 k}\right)+\frac{\bar{b}_{k, h}}{\mu_{k, h}} s_{1 k}\right]^{2} \tag{173}
\end{equation*}
$$

Finally, using $h^{2} / \Delta t^{2}=\nu^{-2}$, it follows that

$$
\begin{align*}
\left\|\boldsymbol{y}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{y}_{\mathbf{1} \boldsymbol{h}}\right\|_{-1}^{2} & =\frac{1}{8} \sum_{k=1}^{J}\left(c_{k}^{2}+\nu^{2} s_{k}^{2}\right)^{2}\left[\bar{a}_{k, h}^{2}\left(\frac{\left(c_{1 k}-1\right)^{2}}{s_{k}^{2} \nu^{2}}+\frac{\left(c_{1 k}+1\right)^{2}}{c_{k}^{2}}\right)\right.  \tag{174}\\
& \left.+\left(\frac{\bar{b}_{k, h}}{\mu_{k, h}}\right)^{2} s_{1 k}^{2}\left(\frac{1}{s_{k}^{2} \nu^{2}}+\frac{1}{c_{k}^{2}}\right)+\bar{a}_{k, h} \frac{\bar{b}_{k, h}}{\mu_{k, h}}\left(\frac{\left(c_{1 k}-1\right) s_{1 k}}{s_{k}^{2} \nu^{2}}+\frac{\left(c_{1 k}+1\right) s_{1 k}}{c_{k}^{2}}\right)\right]
\end{align*}
$$

Using (85) and (86), we have
Lemma 7.1.

$$
\begin{equation*}
c_{1 k}=\frac{c_{k}^{2}-\nu^{2} s_{k}^{2}}{c_{k}^{2}+\nu^{2} s_{k}^{2}}, \quad s_{1 k}=\frac{2 c_{k} s_{k} \nu}{c_{k}^{2}+\nu^{2} s_{k}^{2}}, \quad 1+c_{1 k}=\frac{2 c_{k}^{2}}{c_{k}^{2}+\nu^{2} s_{k}^{2}}, \quad 1-c_{1 k}=\frac{2 s_{k}^{2} \nu^{2}}{c_{k}^{2}+\nu^{2} s_{k}^{2}} \tag{175}
\end{equation*}
$$

Then, we obtain

$$
\left\{\begin{array}{l}
\left(\frac{\left(c_{1 k}-1\right)^{2}}{s_{k}^{2} \nu^{2}}+\frac{\left(c_{1 k}+1\right)^{2}}{c_{k}^{2}}\right)=\left(\frac{1}{s_{k}^{2} \nu^{2}}+\frac{1}{c_{k}^{2}}\right)=\frac{4}{c_{k}^{2}+\nu^{2} s_{k}^{2}}  \tag{176}\\
\left(\frac{\left(c_{1 k}-1\right) s_{1 k}}{s_{k}^{2} \nu^{2}}+\frac{\left(c_{1 k}+1\right) s_{1 k}}{c_{k}^{2}}\right)=0
\end{array}\right.
$$

and finally the result.

### 7.2. Appendix 2: Explicit computation of $\Lambda_{h, \Delta t}^{\theta, \alpha}$

The aim of this second appendix is to compute explicitly the matrix associated to the HUM operator $\Lambda$ : $\left(H_{0}^{1}(0,1) \times L^{2}(0,1)\right) \rightarrow\left(H^{-1}(0,1) \times L^{2}(0,1)\right)$. In this respect, we use the following property :

$$
\begin{equation*}
<\Lambda\left(w_{0}, w_{1}\right),\left(w_{0}, w_{1}\right)>=\int_{0}^{1}\left(w_{x}(1, t)\right)^{2} d t, \quad \forall\left(w_{0}, w_{1}\right) \in\left(H_{0}^{1}(0,1) \times L^{2}(0,1)\right) \tag{177}
\end{equation*}
$$

At the discrete level, $w_{x}(1, t)$ is approximated by $\frac{w_{J+2}^{n}-w_{J}^{n}}{2 h}=-\frac{w_{J}^{n}}{h}$, and $\Lambda$ by $\boldsymbol{\Lambda}_{\boldsymbol{h}, \boldsymbol{\Delta} \boldsymbol{t}}^{\boldsymbol{\theta}, \boldsymbol{\alpha}} \in \mathcal{M}_{2 J \times 2 J}(\mathbb{R})$ defined as follows

$$
\begin{equation*}
<\boldsymbol{\Lambda}_{\boldsymbol{h}, \Delta \boldsymbol{t}}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right),\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right)>=\Delta t \sum_{n=0}^{N-1}\left(\left|\frac{w_{J}^{n}}{h}\right|^{2}+\theta_{\nu}\left|\frac{w_{J}^{n+1}-w_{J}^{n}}{\Delta t}\right|^{2}\right) \tag{178}
\end{equation*}
$$

for all $\left(\boldsymbol{w}_{\mathbf{0} \boldsymbol{h}}, \boldsymbol{w}_{\mathbf{1} \boldsymbol{h}}\right) \in \mathbb{R}^{2 J}$, and $\boldsymbol{\phi}_{\boldsymbol{h}}^{\boldsymbol{n}} \in \mathbb{R}^{J}$ solution of

$$
\begin{cases}\boldsymbol{W}_{h}^{n+1}=M^{\theta_{\nu}} \boldsymbol{W}_{h}^{n}-\boldsymbol{W}_{h}^{n-1}, & n=0, \ldots, N  \tag{179}\\ \frac{\boldsymbol{W}_{h}^{0}+\boldsymbol{W}_{h}^{1}}{2}=\boldsymbol{w}_{\mathbf{0} h}, \frac{\boldsymbol{W}_{h}^{1}-\boldsymbol{W}_{h}^{0}}{\Delta t}=\boldsymbol{w}_{\mathbf{1} h},\end{cases}
$$

with $M^{\theta_{\nu}}=\left(M_{0}^{\theta_{\nu}}\right)^{-1}\left(2 M_{0}^{\theta_{\nu}}-\nu^{2} K\right) \in \mathcal{M}_{J \times J}(\mathbb{R})$.
A simple computation first leads to
Lemma 7.2. For $n=2, \ldots, N$ and $k=0, \ldots, n-1$, let us define the sequence $\left(a_{k}^{n}\right)$ as follow:

$$
\left\{\begin{array}{l}
a_{0}^{4 p}=a_{0}^{4 p+1}=1 ; a_{0}^{4 p+2}=a_{0}^{4 p+3}=-1 ; \quad p>-1  \tag{180}\\
a_{p}^{p}=1, a_{p}^{p+1}=-1 ; \quad p>1 \\
a_{k}^{n}=a_{k-1}^{n-1}-a_{k}^{n-2} ; \quad n>k .
\end{array}\right.
$$

Then, for $n \geq 2$ even, we have

$$
\begin{equation*}
\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}=\sum_{k^{\text {even }} \in[0, n-2]} a_{k}^{n}\left(M^{\theta_{\nu}}\right)^{k} \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\sum_{k^{\text {odd }} \in[1, n-1]} a_{k}^{n}\left(M^{\theta_{\nu}}\right)^{k} \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}} \tag{181}
\end{equation*}
$$

whereas for $n \geq 3$ odd, we have

$$
\begin{equation*}
\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}=\sum_{k^{\text {odd }} \in[1, n-2]} a_{k}^{n}\left(M^{\theta_{\nu}}\right)^{k} \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+\sum_{k^{\text {even }} \in[0, n-1]} a_{k}^{n}\left(M^{\theta_{\nu}}\right)^{k} \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}} \tag{182}
\end{equation*}
$$

Definition 7.3. We define $E^{(n, q)}, O^{(n, q)} \in \mathcal{M}_{J \times J}(\mathbb{R})$ by

$$
\begin{equation*}
E^{(n, q)}=\sum_{k^{\text {even }} \in[0, q]} a_{k}^{n}\left(M^{\theta_{\nu}}\right)^{k}, \quad O^{(n, q)}=\sum_{k^{o d d} \in[1, q]} a_{k}^{n}\left(M^{\theta_{\nu}}\right)^{k} . \tag{183}
\end{equation*}
$$

From this definition, it results that

$$
\begin{array}{ll}
\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}=E^{(n, n-2)} \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+O^{(n, n-1)} \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}, & n \text { even }  \tag{184}\\
\boldsymbol{W}_{\boldsymbol{h}}^{\boldsymbol{n}}=O^{(n, n-2)} \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{0}}+E^{(n, n-1)} \boldsymbol{W}_{\boldsymbol{h}}^{\mathbf{1}}, & n \text { odd }
\end{array}
$$

Lemma 7.4. For $n \geq 2$ even, we have

$$
\begin{align*}
& w_{J}^{n} w_{J}^{n}=\sum_{j, k=1}^{J}\left(E_{J j}^{(n, n-2)} P_{J k}^{(n, n-2)} w_{j}^{0} w_{k}^{0}+E_{J j}^{(n, n-2)} O_{J k}^{(n, n-1)} w_{j}^{0} w_{k}^{1}\right.  \tag{185}\\
&\left.+O_{J j}^{(n, n-1)} E_{J k}^{(n, n-2)} w_{j}^{1} w_{k}^{0}+O_{J j}^{(n, n-1)} O_{J k}^{(n, n-1)} w_{j}^{1} w_{k}^{1}\right)
\end{align*}
$$

whereas for $n \geq 3$ odd, we have

$$
\begin{align*}
w_{J}^{n} w_{J}^{n}=\sum_{j, k=1}^{J}\left(O_{J j}^{(n, n-2)}\right. & O_{J k}^{(n, n-2)} w_{j}^{0} w_{k}^{0}+O_{J j}^{(n, n-2)} E_{J k}^{(n, n-1)} w_{j}^{0} w_{k}^{1}  \tag{186}\\
& \left.+E_{J j}^{(n, n-1)} O_{J k}^{(n, n-2)} w_{j}^{1} \phi_{k}^{0}+E_{J j}^{(n, n-1)} E_{J k}^{(n, n-1)} w_{j}^{1} w_{k}^{1}\right)
\end{align*}
$$

We add that

$$
\begin{equation*}
w_{J}^{0} w_{J}^{0}=\sum_{j, k=1}^{J} \delta_{J j} \delta_{J k} w_{j}^{0} w_{k}^{0}, \quad w_{J}^{1} \phi_{J}^{1}=\sum_{j, k=1}^{J} \delta_{J j} \delta_{J k} w_{j}^{1} w_{k}^{1} \tag{187}
\end{equation*}
$$

In order to simplify the previous expression, we introduce the following notation
Definition 7.5. For $n \geq 2$ even, we note

$$
\begin{array}{ll}
A_{j k, J}^{0,0, n}=E_{J j}^{(n, n-2)} E_{J k}^{(n, n-2)}, & A_{j k, J}^{0,1, n}=E_{J j}^{(n, n-2)} O_{J k}^{(n, n-1)},  \tag{188}\\
A_{j k, J}^{1,0, n}=O_{J j}^{(n, n-1)} E_{J k}^{(n, n-2)}, & A_{j k, J}^{1,1, n}=O_{J j}^{(n, n-1)} O_{J k}^{(n, n-1)} .
\end{array}
$$

For $n \geq 3$, we note

$$
\begin{array}{ll}
A_{j k, J}^{0,0, n}=O_{J j}^{(n, n-2)} O_{J k}^{(n, n-2)}, & A_{j k, J}^{0,1, n}=O_{J j}^{(n, n-2)} E_{J k}^{(n, n-1)}, \\
A_{j k, J}^{1,0, n}=E_{J j}^{(n, n-1)} O_{J k}^{(n, n-2)}, & A_{j k, J}^{1,1, n}=E_{J j}^{(n, n-1)} E_{J k}^{(n, n-1)} . \tag{189}
\end{array}
$$

We add

$$
\begin{align*}
& A_{j k, J}^{0,0,0}=\delta_{J j} \delta_{J k} ; A_{j k, J}^{0,1,0}=A_{j k, J}^{1,0,0}=A_{j k, J}^{1,1,0}=0 \\
& A_{j k, J}^{0,0,1}=A_{j k, J}^{0,1,1}=A_{j k, J}^{1,0,1}=0 ; A_{j k, J}^{1,1,1}=\delta_{J j} \delta_{J k} ; \tag{190}
\end{align*}
$$

Therefore, from Lemma 7.4 and Definition 7.5, it follows that

$$
\begin{align*}
\Delta t \sum_{n=0}^{N-1}\left|\frac{w_{J}^{n}}{h}\right|^{2} & =\frac{\Delta t}{h^{2}} \sum_{n=0}^{N-1} \sum_{j, k=1}^{J}\left(A_{j k, J}^{0,0, n} w_{j}^{0} w_{k}^{0}+A_{j k, J}^{0,1, n} w_{j}^{0} w_{k}^{1}+A_{j k, J}^{1,0, n} w_{j}^{1} w_{k}^{0}+A_{j k, J}^{1,1, n} w_{j}^{1} w_{k}^{1}\right)  \tag{191}\\
& =<\overline{\boldsymbol{\Lambda}}_{\boldsymbol{h}, \boldsymbol{\Delta} \boldsymbol{\theta}, \mathbf{1}}^{\boldsymbol{\theta},}\left(\boldsymbol{w}_{\boldsymbol{h}}^{\mathbf{0}}, \boldsymbol{w}_{\boldsymbol{h}}^{\mathbf{1}}\right),\left(\boldsymbol{w}_{\boldsymbol{h}}^{\mathbf{0}}, \boldsymbol{w}_{\boldsymbol{h}}^{\mathbf{1}}\right)>
\end{align*}
$$

with

$$
\bar{\Lambda}_{\boldsymbol{h}, \Delta t, \mathbf{1}}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}=\left(\begin{array}{ll}
A_{11} & A_{12}  \tag{192}\\
A_{12}^{T} & A_{22}
\end{array}\right)_{2 J \times 2 J}, \quad A_{11}, A_{12}, A_{22} \in \mathcal{M}_{J \times J}(\mathbb{R})
$$

and

$$
\begin{equation*}
\left(A_{11}\right)_{k j}=\frac{\Delta t}{h^{2}} \sum_{n=0}^{N-1} A_{j k, J}^{0,0, n}, \quad\left(A_{12}\right)_{k j}=\frac{\Delta t}{h^{2}} \sum_{n=0}^{N-1} A_{j k, J}^{1,0, n}, \quad\left(A_{22}\right)_{k j}=\frac{\Delta t}{h^{2}} \sum_{n=0}^{N-1} A_{j k, J}^{1,1, n} \tag{193}
\end{equation*}
$$

Besides, from $\phi_{h}^{0}=e_{0 \boldsymbol{h}}-\Delta t / 2 e_{1 \boldsymbol{h}}, \phi_{\boldsymbol{h}}^{1}=e_{0 \boldsymbol{h}}+\Delta t / 2 e_{1 \boldsymbol{h}}$, we deduce that

$$
\begin{equation*}
<\bar{\Lambda}_{h, \Delta t, 1}^{\theta, \alpha}\left(w_{h}^{0}, w_{h}^{1}\right),\left(w_{h}^{0}, w_{h}^{1}\right)>=<\Lambda_{h, \Delta t, 1}^{\theta, \alpha}\left(w_{0 h}, w_{1 h}\right),\left(w_{0 h}, w_{1 h}\right)> \tag{194}
\end{equation*}
$$

with

$$
\boldsymbol{\Lambda}_{\boldsymbol{h}, \Delta t, \mathbf{1}}^{\theta, \boldsymbol{\alpha}}=\left(\begin{array}{cc}
A_{11}+A_{12}+A_{12}^{T}+A_{22} & -\frac{\Delta t}{2}\left(A_{11}-A_{12}+A_{12}^{T}-A_{22}\right)  \tag{195}\\
-\frac{\Delta t}{2}\left(A_{11}+A_{12}-A_{12}^{T}-A_{22}\right) & \left(\frac{\Delta t}{2}\right)^{2}\left(A_{11}-A_{12}-A_{12}^{T}+A_{22}\right)
\end{array}\right)_{2 J \times 2 J}
$$

We verify that $\boldsymbol{\Lambda}_{\boldsymbol{h}, \Delta \boldsymbol{\Delta}, \mathbf{1}}^{\boldsymbol{\theta}, \boldsymbol{\alpha}}$ is a symmetric matrix, thanks to the symmetry of $A_{11}$ and $A_{22}$.
Finally, performing similar computations with the term in (178) factor of $\theta_{\nu}$, we obtain an explicit expression of the matrix $\boldsymbol{\Lambda}_{\boldsymbol{h}, \Delta t}^{\theta, \boldsymbol{\alpha}}$.
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