From the Phan-Thien Tanner / Oldroyd-B non-Newtonian model to the double shear thinning Rabinowisch thin film model
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ABSTRACT

In this paper, an asymptotic expansion is used to derive a description of Phan-Tien Tanner / Oldroyd-B flows in the thin film situation without the classical “Upper Convective Maxwell” assumption. We begin with a short presentation of the Phan-Thien Tanner / Oldroyd-B models which introduce viscoelastic effects in a solute-solvent mixture. The three dimensional flow is described using five parameters, namely $D_c$ the Deborah number (or the relaxation parameter $\lambda$), the viscosity ratio $r$, the bulk fluid viscosity $\eta$, the material slip parameter $a$ related to the “convected derivative” and an elongation number $\kappa$. Then we focus on the thin film assumption and the related asymptotic analysis that allows us to derive a reduced model. A perturbation procedure for “not too small” values of $\kappa$ allows us to obtain further results such as an asymptotic “effective viscosity / shear rate” law which appears to be a perturbation of the double Rabinowisch model whose parameters are completely defined by those of the original three dimensional model. And last a numerical procedure is proposed based on a penalized Uzawa method, to compute the corresponding solution. This algorithm can also be used for any generalized double Newtonian shear thinning Carreau law.
1 Introduction

Many authors have investigated the non-Newtonian effects of fluids based upon various rheological models in lubrication [1]. In most of them, the main keypoint relies on the choice of the relationship between the effective viscosity $\eta_{\text{eff}}$ and the shear rate $\dot{\gamma}$ (or the effective viscosity $\eta_{\text{eff}}$ and the shear stress $\tau$). For mineral oil / polymer blends this relation shows a shear thinning effect (decreasing slope) of the power law type and two plateaux (corresponding to either small stress values or high stress values). This behavior is known as double Newtonian shear thinning. As for full 3D non-Newtonian Navier-Stokes fluids [2, 3] Carreau-Yasuda models are often used:

$$
\eta_{\text{eff}}(\dot{\gamma}) = \eta_2 + \frac{\eta_1 - \eta_2}{1 + (b\dot{\gamma})^n} \quad \text{or} \quad \eta_{\text{eff}}(\tau) = \eta_2 + \frac{\eta_1 - \eta_2}{1 + (\tau/G)^{c}}
$$

Values of the parameters are often obtained by fitting experimental data [4–8] although specific values are sometimes obtained using ad-hoc physical reasons (like $c = 2/3$, $n = 1/3$ for pseudo-plastic systems in Cross [9]). It has been also observed that some values of the parameters allow us to obtain a one dimensional Reynolds equation (Ellis model: $\eta_2 = 0$, $c = 1 - n$ in [10], double Rabinowisch model, $c = 2$, $n = -1$ in [4], double Ferry model $c = 1$, $n = 0$ [4], approximate single Carreau model $\eta_2 = 0$, $c = 2$ in [11], single Rabinowisch model in [12]), or even two dimensional Reynolds equations with the single Rabinowisch model [6, 13]. However, only two of them are able to deal with the double shear thinning feature. Let us mention also that a Reynolds-type equation is obtained for an Eyring fluid by T. F. Conry, S. Wang and C. Cusano [14]. The derivation of a generalized Reynolds equation is of particular interest as it prevents from performing additional integrations across the film, thus limiting computational costs. To deal with that difficulty, approximate 2D Reynolds equations have been sometimes proposed as in [15] and [16]. A comparison between these two approximations can be found in [17].
The present paper is concerned with another kind of results which are obtained by using asymptotic methods to derive reduced models based on the thin film assumption (with or without infinitely long devices assumption) starting from non-Newtonian Navier-Stokes models (depending on several rheological parameters: the fluid viscosity \( \eta \), the retardation number \( \kappa \), the material slip parameter \( a \), the elongation number \( \kappa \), the fluid relaxation time \( \lambda \) which is directly related to the Deborah number \( De \)). Pioneering works are those of J. Tichy [18], and more recently F. T. Akyildiz and H. Bellout [19], and R. Zhang and X. K. Li [20]. In the work of J. Tichy [18], the departure point is the linear Maxwell purely elastic upper convective model (that corresponds to \( r = 1, a = 1, \kappa = 0 \), see Section 2 for the definition of those rheological parameters) and the Deborah number \( De \) is used as a perturbation parameter from the Newtonian pressure \( p_0 \) and velocity. In order to keep the greatest number of terms in the asymptotic equation (including non-Newtonian effects) and avoid singularity for small film thickness ratio \( \varepsilon \), the scaling of the stress tensor is not the same for all the terms and \( De \) is of the same order of magnitude than \( \varepsilon \) which represents the film thickness ratio. Introducing pressure \( p_{De} \) corresponding to the viscoelastic configuration, and pressure \( p_0 \) corresponding to the Newtonian configuration, J. Tichy proposes an asymptotic expansion which takes the form (after dimensionless procedure) \( p_{De} = p_0 + De \, p^{(c)} \), where \( p^{(c)} \) is a corrective pressure obeying a Reynolds-type equation. In the work of F. T. Akyildiz and H. Bellout [19], the departure point is the Phan-Thien Tanner (PTT) / Maxwell model (\( r = 1, a = 1, \kappa \neq 0 \), see Section 2 for the definition of those rheological parameters). In order to balance the effects of the Newtonian and nonlinear contributions, it is assumed that the Deborah number and the stress tensor are also of the same order of magnitude as \( \varepsilon \) (thin film ratio). Collecting the leading terms of all the equations leads to the derivation of a new Reynolds equation. The difference with the results of J. Tichy is not only due to the nonlinearity in the stresses included in the PTT model, but also to the fact that the influence of \( De \) is now included in the obtained Reynolds equation. A close examination of these works show that the proposed asymptotic procedure is only valid under the assumption \( a = 1 \), corresponding to the so-called upper convective Maxwell (UCM) model. This choice allows easier computations but it is not relevant in some experiments or theoretical works, see for instance [21, 22] in which a value \( a = 0.8 \) is often retained. In that case the whole asymptotic procedure has to be revisited.

Section 2 is devoted to the presentation of the Phan-Thien Tanner / Oldroyd-B departure model. The asymptotic procedure is described in Sections 3 and 4. In both sections, as in [18, 19], the Deborah number \( De \) is of the same order of magnitude than the thin film ratio parameter. Unlike J. Tichy’s assumption [18], dimensionless assumptions in our model are the same for all the components of the stress tensor. This has been rigorously proved in [23] for \( \kappa = 0 \) by G. Bayada, L. Chupin and B. Grec and the analysis is valid not only for 2D flows but also for 3D flows. Moreover we are able to cope with a wider range of material slip parameter values (which are related to the objective time derivatives): more precisely, our work includes not only the classical Jaumann one \( (a = 0) \) but also any value between lower convected derivatives \( (a = -1) \) and upper convective derivatives \( (a = 1) \). Similarly, any combination of viscous and elastic effects can be obtained by defining a retardation parameter value (denoted \( r \)) between 0 and 1.

In Section 3, the elongation number \( \kappa \) is assumed to be very small (same order of the magnitude of \( \varepsilon \)) and consequently disappears in the asymptotic procedure. The resulting constitutive equation reads:

\[
\eta_{\text{eff}} = \eta_2 + \frac{\eta_1 - \eta_2}{1 + (b\dot{\gamma})^2}
\]  
(2)

All parameters can be linked with those of the 3D model by:

\[
b = \lambda \sqrt{1 - a^2}, \quad \eta_2 = (1 - r) \eta \quad \text{and} \quad \eta_1 = \eta,
\]

where viscosity \( \eta \) can be related to the viscous or elastic contributions of the fluid (see Eq. (10)). Equation (2), together with the asymptotic hydrodynamic mass flow equation allows us to compute all the characteristics of the flow.

In Section 4, we aim at introducing the elongation effects in the anisotropic law. To do so, we pick out the same scaling for the Deborah number and the stress tensor while \( \kappa \) is assumed to be of order zero with respect to the aspect ratio. The nonlinear asymptotic system is solved for small values of \( \kappa \) by using a perturbation procedure as in [18,20]. The constitutive equation can be written as

\[
\eta_{\text{eff}} = \eta_2 + \frac{\eta_1 - \eta_2}{1 + (b\dot{\gamma})^2} + \kappa g(a, r, \dot{\gamma}).
\]  
(3)

Numerical results appear in Section 5. In a first simulation, for a non-Newtonian configuration, effective viscosity and stresses distributions are computed, revealing in particular heterogeneity of the effective viscosity in the 3D flow. Then we
focus on the influence of the elongation number on the viscoelastic flow. We also discuss the influence of the Deborah number \(\text{De}\): it is proved that the difference between the non-Newtonian pressure and the Newtonian one is proportional to \(\text{De}^2\) and not to \(\text{De}\) as for the UCM model proposed in [18]. We finally provide some information on the way the load does depend on the rheological properties of the fluid. Additional results are presented in the Appendices: supplementary results about the influence of rheological parameters appear in Appendix A. It is observed in Appendix B that the classical infinitely long bearing assumption may be irrelevant due to the non-Newtonian effects, at least in some particular cases of oil supply. At last a new algorithm is proposed in Appendix C to solve the non-Newtonian problem: the idea is to introduce a fixed point procedure and a penalization of the divergence free equation which acts as an implicit Reynolds equation. This procedure is based on separate computations in the directions of the flow and in the direction normal to the flow. Let us remark that it can be easily parallelized and deal with other laws that differ from the Rabinowisch one. We can get both pressure and velocity for various values of the parameters \(a, \text{De}\) and \(r\) as well as the classical geometrical characteristics.

## 2 Phan-Thien Tanner (PTT) / Oldroyd-B model

The Phan-Thien Tanner / Oldroyd-B model is one of the most used models, which is able to describe viscoelastic flows for mixtures, see [19, 24]. It is based on a constitutive equation which is an interpolation between purely viscous and purely elastic behaviors.

The constitutive equation for the elastic part of the fluid obeys the Phan-Thien Tanner law:

\[
\lambda \left( \frac{\partial \sigma_{el}^*}{\partial t^*} + U^* \cdot \nabla \sigma_{el}^* + g_a(\nabla U^*, \sigma_{el}^*) \right) + f(\sigma_{el}^*) \sigma_{el}^* = 2\eta_{el} D(U^*),
\]

in which \(\eta_{el}\) and \(\lambda\) are positive constants which respectively correspond to the fluid viscosity and the relaxation time. The vector field \(U^* = (u_1^*, u_2^*, w^*)\) is the lubricant velocity, \(p^*\) the pressure and \(\sigma_{el}^*\), the extra-stress symmetric tensor. Function \(f\) will be defined later. The bilinear application \(g_a, -1 \leq a \leq 1\), is defined by

\[
g_a(\nabla U^*, \sigma_{el}^*) = \sigma_{el}^* \cdot W(U^*) - W(U^*) \cdot \sigma_{el}^* - a \left( \sigma_{el}^* \cdot D(U^*) + D(U^*) \cdot \sigma_{el}^* \right)
\]

where \(D(U^*)\) and \(W(U^*)\) are respectively the symmetric and skew-symmetric parts of the velocity gradient \(\nabla U^*\). Usually, \(D(U^*)\) is called the rate of strain tensor and \(W(U^*)\) is called the vorticity tensor. Notice that the parameter \(a\) is considered as a dimensionless material slip parameter which interpolates between upper convected \((a = 1)\) and lower convective derivatives \((a = -1)\), the case \(a = 0\) being the corotational case [25]. Finally, a usual choice for the function \(f\) gives the PTT model (see [19, 24]):

\[
f(\sigma_{el}^*) = 1 + \kappa \frac{\lambda}{\eta_{el}} \text{Tr}(\sigma_{el}^*),
\]

in which \(\kappa\) is a parameter related to the elongational behavior of the model. Notice also that the simple case \(f \equiv 1\) provides the Oldroyd-B model.

A Newtonian fluid obeys the classical law:

\[
\sigma_{\text{visc}}^* = 2\eta_{\text{visc}} D(U^*),
\]

where \(\eta_{\text{visc}}\) corresponds to the Newtonian viscosity (often associated with a solvent).

The behaviour of a viscoelastic fluid is given by the balance of momentum equation, which reads (without body forces) by introducing pressure \(p^*\):

\[
\rho \left( \frac{\partial U^*}{\partial t^*} + U^* \cdot \nabla U^* \right) + \nabla p^* = \text{div} (\sigma_{\text{visc}}^* + \sigma_{el}^*),
\]
where \( \rho \) is the mass density of the fluid. It can be rewritten as:

\[
\rho \left( \frac{\partial U^*}{\partial t^*} + U^* \cdot \nabla U^* \right) + \nabla p^* - \eta_\text{visc} \Delta U^* - \text{div} \sigma_{\text{el}}^* = 0.
\]  

(9)

It is usual in the Oldroyd-B model to introduce two new parameters: a total viscosity number \( \eta \) and a retardation parameter \( r \) instead of \( \eta_\text{visc} \) and \( \eta_{\text{el}} \) such that

\[
\eta = \eta_\text{visc} + \eta_{\text{el}} \quad \text{and} \quad r = \frac{\eta_{\text{el}}}{\eta_\text{visc} + \eta_{\text{el}}}.
\]  

(10)

Using the incompressibility assumption, the overall system of equation is written as

\[
\rho \left( \frac{\partial U^*}{\partial t^*} + U^* \cdot \nabla U^* \right) - \eta (1 - r) \Delta U^* + \nabla p^* - \text{div} \sigma_{\text{el}}^* = 0,
\]  

(11)

\[
\text{div} U^* = 0,
\]  

(12)

\[
\lambda \left( \frac{\partial \sigma_{\text{el}}^*}{\partial t^*} + U^* \cdot \nabla \sigma_{\text{el}}^* + g_\text{el}(\nabla U^*, \sigma_{\text{el}}^*) \right) + f(\sigma_{\text{el}}^*) \sigma_{\text{el}}^* = 2\eta r D(U^*).
\]  

(13)

Choosing \( \kappa = 0 \) and \( r = 1 \) provides the classical Maxwell model.

3 Asymptotic analysis of the thin film flow equations for very small elongation numbers

The space coordinates are denoted by \((x_1^*, x_2^*, z^*)\) or more simply by \((x^*, z^*)\) with \(x^* = (x_1^*, x_2^*)\). Let \( \omega \) be a fixed bounded domain of the plane \( z^* = 0 \). The upper surface of the gap is defined by \( z^* = H(x^*) \) (see Fig. 1)

By introducing characteristic lengths \( L \) for the domain \( \omega \) and \( H \) for the size of the gap, we can define the film thickness ratio, the usual Deborah number and an elongation number

\[
\varepsilon = \frac{H}{L}, \quad \text{De} = \frac{\lambda U}{L}, \quad \text{and} \quad K = \frac{\kappa}{r}.
\]  

(14)

The governing equations, Eqs. (11)–(13), can be expressed in dimensionless form in terms of the following dimensionless quantities:

\[
x = \frac{x^*}{L}, \quad z = \frac{z^*}{\varepsilon L}, \quad u_i = \frac{u_i^*}{U}, \quad w = \frac{w^*}{\varepsilon U},
\]  

(15)

\[
p = \rho U^2 \frac{L}{\eta U}, \quad \sigma = \frac{\sigma_{el}^*}{\eta U}, \quad t = \frac{t^* U}{L}.
\]  

(16)

We now rescale the three classical numbers: the Reynolds number which characterises the viscous forces compared to the convective ones, the Deborah number which highlights the elasticity of the fluid and the elongation number. Let us introduce:

\[
\text{Re} = \frac{\rho U^2 L}{\eta}, \quad \text{De} = \frac{\text{De}}{\varepsilon} \quad \text{and} \quad \tilde{K} = \frac{K}{\varepsilon}.
\]  

(17)
For convenience, we also introduce the normalized gap function:

\[ h(x) = \frac{H(x^*)}{\varepsilon L} \]  

(18)

In all this section, as suggested by the title of the section, \( K \) is assumed to be very small, i.e., \( K \) is of order \( \varepsilon \) (or less). The length and velocity scaling, see Eq. (15), takes into account the thin film nature of lubricant flow. Scalings related to \( \text{Re}, \tilde{\text{De}} \) and \( \tilde{\text{K}} \) can be viewed as assumptions related to operating conditions for which the present study is valid: \( \text{Re} \) and \( \tilde{\text{De}} \) must be of order zero with respect to \( \varepsilon \). As discussed in the introduction, the scaling on the pressure and the shear rate is based upon balancing principles that put forth the leading terms and can be rigorously proven to be valid (see [23]). By substituting these dimensionless variables, see Eqs. (15)–(17), into Eqs. (11)–(13), we obtain the dimensionless governing equations.

The three components of the momentum equation, namely Eq. (11), are written (the notation \( d/dt \) denotes the convective derivative):

\[
\begin{align*}
\text{Re} \frac{d}{dt} \frac{\partial^2 u_1}{\partial x_1^2} - (1 - r) \left( \frac{\partial^2 u_1}{\partial x_1^2} + \frac{\partial^2 u_1}{\partial x_2^2} + \frac{1}{\varepsilon} \frac{\partial^2 u_1}{\partial z^2} \right) + \frac{1}{\varepsilon^2} \frac{\partial p}{\partial x_1} \\
- \frac{1}{\varepsilon} \left( \frac{\partial \sigma_{1,1}}{\partial x_1} + \frac{\partial \sigma_{1,2}}{\partial x_2} + \frac{1}{\varepsilon} \frac{\partial \sigma_{1,3}}{\partial z} \right) = 0,
\end{align*}
\]

\[
\begin{align*}
\text{Re} \frac{d}{dt} \frac{\partial^2 u_2}{\partial x_1^2} - (1 - r) \left( \frac{\partial^2 u_2}{\partial x_1^2} + \frac{\partial^2 u_2}{\partial x_2^2} + \frac{1}{\varepsilon} \frac{\partial^2 u_2}{\partial z^2} \right) + \frac{1}{\varepsilon^2} \frac{\partial p}{\partial x_2} \\
- \frac{1}{\varepsilon} \left( \frac{\partial \sigma_{1,2}}{\partial x_1} + \frac{\partial \sigma_{2,2}}{\partial x_2} + \frac{1}{\varepsilon} \frac{\partial \sigma_{2,3}}{\partial z} \right) = 0,
\end{align*}
\]

\[
\begin{align*}
\varepsilon \text{Re} \frac{d}{dt} \frac{\partial^2 w}{\partial x_1^2} - (1 - r) \left( \frac{\partial^2 w}{\partial x_1^2} + \frac{\partial^2 w}{\partial x_2^2} + \frac{1}{\varepsilon} \frac{\partial^2 w}{\partial z^2} \right) + \frac{1}{\varepsilon^2} \frac{\partial p}{\partial z} \\
- \frac{1}{\varepsilon} \left( \frac{\partial \sigma_{1,3}}{\partial x_1} + \frac{\partial \sigma_{2,3}}{\partial x_2} + \frac{1}{\varepsilon} \frac{\partial \sigma_{3,3}}{\partial z} \right) = 0.
\end{align*}
\]
For small $\varepsilon$, these equations formally reduce to the following set of equations:

$$
\begin{align*}
- (1 - r) \frac{\partial^2 u_1}{\partial z^2} + \frac{\partial p}{\partial x_1} - \frac{\partial \sigma_{1.3}}{\partial z} &= 0, \\
- (1 - r) \frac{\partial^2 u_2}{\partial z^2} + \frac{\partial p}{\partial x_2} - \frac{\partial \sigma_{2.3}}{\partial z} &= 0, \\
\frac{\partial p}{\partial z} &= 0,
\end{align*}
$$

(19)

Due to the previous dimensionless procedure the free divergence condition is preserved for the dimensionless variables:

$$
\frac{\partial u_1}{\partial x_1} + \frac{\partial u_2}{\partial x_2} + \frac{\partial w}{\partial z} = 0,
$$

(20)

Concerning the constitutive law, the process is similar: equations are written for the dimensionless quantities, then, passing formally to the limit $\varepsilon \to 0$, the following equations are obtained:

$$
\begin{align*}
\sigma_{1.1} + \tilde{D}e(1 - a)\sigma_{1.3} \frac{\partial u_1}{\partial z} &= 0, \\
\sigma_{2.2} + \tilde{D}e(1 - a)\sigma_{2.3} \frac{\partial u_2}{\partial z} &= 0, \\
\sigma_{3.3} - \tilde{D}e(1 + a)(\sigma_{1.3} \frac{\partial u_1}{\partial z} + \sigma_{2.3} \frac{\partial u_2}{\partial z}) &= 0, \\
\sigma_{1.2} + \frac{\tilde{D}e}{2} (1 - a)(\sigma_{2.3} \frac{\partial u_1}{\partial z} + \sigma_{1.3} \frac{\partial u_2}{\partial z}) &= 0, \\
\sigma_{1.3} + \frac{\tilde{D}e}{2} (1 - a)\sigma_{3.3} \frac{\partial u_1}{\partial z} - (1 + a)\sigma_{1.2} \frac{\partial u_2}{\partial z} - (1 + a)\sigma_{1.1} \frac{\partial u_1}{\partial z} &= r \frac{\partial u_1}{\partial z}, \\
\sigma_{2.3} + \frac{\tilde{D}e}{2} (1 - a)\sigma_{3.3} \frac{\partial u_2}{\partial z} - (1 + a)\sigma_{2.2} \frac{\partial u_2}{\partial z} - (1 + a)\sigma_{2.1} \frac{\partial u_2}{\partial z} &= r \frac{\partial u_2}{\partial z},
\end{align*}
$$

(21)

As an example, we provide a full equation of the whole system before passing to the limit, namely the equation related to the first diagonal term in tensor $\sigma$:

$$
\tilde{D}e \left[ \frac{\partial \sigma_{11}}{\partial t} \right] + \left[ \frac{\sigma_{11}}{\partial x_1} + u_1 \frac{\sigma_{11}}{\partial x_2} + w \frac{\sigma_{11}}{\partial z} \right] + \left[ \frac{\sigma_{12}}{\partial x_2} - \frac{\sigma_{12}}{\partial x_1} \right] + \left[ \frac{\sigma_{13}}{\partial x_1} - \frac{\sigma_{13}}{\partial x_2} \right] + \left[ \frac{\sigma_{11}}{\partial z} - \frac{\varepsilon \frac{\partial w}{\partial z}}{\varepsilon \frac{\partial w}{\partial z}} \right] = -a \left[ 2\sigma_{11} \frac{\partial u_1}{\partial x_1} + \sigma_{12} \left( \frac{\partial u_2}{\partial x_1} + \frac{\partial u_1}{\partial x_2} \right) + \sigma_{13} \left( \frac{\varepsilon \frac{\partial w}{\partial z}}{\varepsilon \frac{\partial w}{\partial z}} + \frac{\partial u_1}{\partial x_1} + \frac{\partial u_1}{\partial x_2} \right) \right] + \frac{\sigma_{11}}{\varepsilon} \frac{\partial u_1}{\partial x_1},
$$

the asymptotic equation being obtained by considering the terms in $\varepsilon^{-1}$.

In this system, it is easy to see that coefficients $\sigma_{1.1}, \sigma_{2.2}, \sigma_{3.3}$ and $\sigma_{1.2}$ can be expressed as a function of $\sigma_{1.3}, \sigma_{2.3}$ and of the velocity $(u_1, u_2)$. In addition, using the last two equations, $\sigma_{1.3}$ and $\sigma_{2.3}$ are expressed with respect to the velocity:

$$
\sigma_{1.3} = \frac{r \frac{\partial u_1}{\partial z}}{1 + \tilde{D}e(1 - a^2) \left( \left( \frac{\partial u_1}{\partial z} \right)^2 + \left( \frac{\partial u_2}{\partial z} \right)^2 \right)},
$$

$$
\sigma_{2.3} = \frac{r \frac{\partial u_2}{\partial z}}{1 + \tilde{D}e(1 - a^2) \left( \left( \frac{\partial u_1}{\partial z} \right)^2 + \left( \frac{\partial u_2}{\partial z} \right)^2 \right)}.
$$
For the sake of simplicity, let us denote by \( u \) the first two coordinates of the velocity vector: \( u = (u_1, u_2) \) and by \( G \) the following two components of the stress tensor: \( G = (\sigma_{1,3}, \sigma_{2,3}) \). The system can be written in the following form:

\[
\begin{cases}
-(1-r) \frac{\partial^2 u}{\partial z^2} - \frac{\partial G}{\partial z} + \nabla_x p = 0, \\
\frac{\partial G}{\partial z} = 0, \\
\nabla_x u + \frac{\partial w}{\partial z} = 0,
\end{cases}
\]

all the other components of the stress tensor being directly deduced from Eq. (21).

Note that the first equation of Eqs. (22) also reads

\[
\frac{\partial}{\partial z} \left( \eta_{\text{eff}} \frac{\partial u}{\partial z} \right) = \nabla_x p,
\]

with the (nonlinear) effective viscosity:

\[
\eta_{\text{eff}}(x, z) = 1 - r + \frac{r}{1 + (1 - a^2) \text{De}^2 \left\| \frac{\partial u}{\partial z}(x, z) \right\|^2}.
\]

The vertical velocity \( w \) can be deduced from the horizontal velocity \( u \) by the free divergence condition. Coming back to the physical variables, we can check that Eqs. (22) can be rewritten

\[
\begin{cases}
\frac{\partial}{\partial z} \left( \eta_{\text{eff}} \frac{\partial u^*}{\partial z^*} \right) = \nabla_x^* p^*, \\
\frac{\partial p^*}{\partial z^*} = 0, \\
\text{div}^* \left( \int_0^H u^* \, dz^* \right) = w^*(\cdot, 0) - w^*(\cdot, H),
\end{cases}
\]

with

\[
\eta_{\text{eff}}(\gamma) = \eta_{\text{visc}} + \frac{\eta_{\text{el}}}{1 + \lambda^2 (1 - a^2) \gamma^2}, \quad \text{and} \quad \gamma = \left\| \frac{\partial u^*}{\partial z^*} \right\| = \sqrt{\left( \frac{\partial u_1^*}{\partial z^*} \right)^2 + \left( \frac{\partial u_2^*}{\partial z^*} \right)^2}.
\]

Let us remark that this model can lead to an ill-posed problem as long as the graph of function \( \gamma \mapsto \eta_{\text{eff}}(\gamma) \) is not monotone. It can be proved (see [26]) that as long as \( 0 \leq r < 8/9 \), Eqs. (25)–(26) have a unique solution. If \( r \geq 8/9 \), then existence or / and uniqueness may fail. Numerical experiments using the algorithm described in Appendix C show that non convergence situations appear as long as \( r \geq 8/9 \).

4 A perturbation method for small elongation numbers

The scaling used to obtain Eq. (21) is related to an elongation number \( K \) whose magnitude is assumed to be the same as the film thickness ratio \( \varepsilon \). In that case this parameter does not contribute to the asymptotic problem. If \( K \) is of order zero with respect to \( \varepsilon \), however small, it is possible to obtain an asymptotic problem in which the elongation number \( K \) does appear. For the sake of simplicity, computations will be led under the infinitely long assumption (i. e. with a 2D flow in the \( x_1 \)-direction) although the method can be extended to a full 3D flow. Consequently, results will be also given in the 3D case, as a straightforward consequence of the previous analysis.
Under this assumption, when \( \varepsilon \) goes to zero, Eqs. (13) become:

\[
\begin{align*}
K \tilde{D} \sigma_{1,1} (\sigma_{1,1} + \sigma_{3,3}) + \sigma_{1,1} + \tilde{D}e (1 - a) \sigma_{1,1} \frac{\partial u_1}{\partial z} &= 0, \\
K \tilde{D} \sigma_{3,3} (\sigma_{1,1} + \sigma_{3,3}) + \sigma_{3,3} - \tilde{D}e (1 + a) \sigma_{1,1} \frac{\partial u_1}{\partial z} &= 0, \\
K \tilde{D} \sigma_{1,3} (\sigma_{1,1} + \sigma_{3,3}) + \sigma_{1,3} + \frac{\tilde{D}e}{2} \left( (1 - a) \sigma_{3,3} \frac{\partial u_1}{\partial z} - (1 + a) \sigma_{1,1} \frac{\partial u_1}{\partial z} \right) &= r \frac{\partial u_1}{\partial z},
\end{align*}
\]

(27)

For the case \( a = 1 \) (see [18]), which immediately implies that \( \sigma_{1,1} = 0 \), it is possible to give a simple analytic solution of this system (see [19]) and in turn a 1D Reynolds equation. This is not so easy in the present situation, as the material slip parameter \( a \) lies between \(-1 \) and \( 1 \). As a solution of Eqs. (27) is known for \( K = 0 \) (see Section 3), it is however possible to get an approximate solution for small values of \( K \) by linearization. Let us write

\[
\sigma_{ij} = \sigma_{ij} \big|_{K=0} + K \frac{\partial \sigma_{ij}}{\partial K} \big|_{K=0} + O(K^2).
\]

Differentiating the three equations in Eqs. (27) with respect to \( K \), we obtain

\[
\begin{align*}
\left( \begin{array}{ccc}
1 & \tilde{D}e (1 - a) \tilde{\alpha} & 0 \\
0 & -\tilde{D}e (1 + a) \tilde{\alpha} & 1 \\
-\tilde{D}e \tilde{\alpha} & 1 & \tilde{D}e \tilde{\alpha}
\end{array} \right) \left( \begin{array}{c}
\frac{\partial \sigma_{1,1}}{\partial K} \\
\frac{\partial \sigma_{3,3}}{\partial K} \\
\frac{\partial \sigma_{1,3}}{\partial K}
\end{array} \right) &= \left( \begin{array}{c}
-\tilde{D}e \sigma_{1,1} (\sigma_{1,1} + \sigma_{3,3}) \\
-\tilde{D}e \sigma_{3,3} (\sigma_{1,1} + \sigma_{3,3}) \\
-\tilde{D}e \sigma_{1,3} (\sigma_{1,1} + \sigma_{3,3})
\end{array} \right) \big|_{K=0},
\end{align*}
\]

in which we have defined

\[
\tilde{\alpha} = \frac{\partial u_1}{\partial z} \big|_{K=0}.
\]

(28)

The right hand side of this system is known from Eq. (21) as it has to be computed for \( K = 0 \). Solving this system, we obtain

\[
\frac{\partial \sigma_{1,3}}{\partial K} \big|_{K=0} = \frac{2r \tilde{\alpha}^3 \tilde{D}e^2 a (\tilde{D}e^2 (1 - a^2) \tilde{\alpha}^2 - 1)}{(1 + \tilde{D}e^2 (1 - a^2) \tilde{\alpha}^2)^3},
\]

(29)

and deduce the following approximation for small \( K \):

\[
\sigma_{1,3} \approx \left( \frac{r}{1 + \tilde{D}e^2 (1 - a^2) \tilde{\alpha}^2} + K \frac{2r \tilde{\alpha}^3 \tilde{D}e^2 a (\tilde{D}e^2 (1 - a^2) \tilde{\alpha}^2 - 1)}{(1 + \tilde{D}e^2 (1 - a^2) \tilde{\alpha}^2)^3} \right) \tilde{\alpha}.
\]

(30)

When dealing with a full 3D flow, computations lead to a straightforward adaptation and the shear stress rate reads:

\[
\sigma_{1,3} \approx \left( \frac{r}{1 + \tilde{D}e^2 (1 - a^2) \hat{\beta}^2} + K \frac{2r \hat{\beta}^3 \tilde{D}e^2 a (\tilde{D}e^2 (1 - a^2) \hat{\beta}^2 - 1)}{(1 + \tilde{D}e^2 (1 - a^2) \hat{\beta}^2)^3} \right) \frac{\partial u_1}{\partial z},
\]

with

\[
\hat{\beta}^2 = \left( \frac{\partial u_1}{\partial z} \right)^2 + \left( \frac{\partial u_2}{\partial z} \right)^2.
\]

(31)
Consequently, the first equation of Eqs. (25) also reads

\[ \frac{\partial}{\partial z} \left( \eta_{\text{eff}} \frac{\partial u}{\partial z} \right) = \nabla_x p, \]

where

\[ \eta_{\text{eff}}^R (x, z) = 1 - r + \frac{r}{1 + \widetilde{D}^2 (1 - a^2) \left\| \frac{\partial u}{\partial z} (x, z) \right\|^2} \]

\[ + \frac{2r^2 \widetilde{D}^2 a \left\| \frac{\partial u}{\partial z} (x, z) \right\|^2 \left( \frac{\widetilde{D}^2 (1 - a^2) \left\| \frac{\partial u}{\partial z} (x, z) \right\|^2 - 1}{1 + \widetilde{D}^2 (1 - a^2) \left\| \frac{\partial u}{\partial z} (x, z) \right\|^2} \right)}{K}. \]

This expression is valid as long as K is small. However, as the magnitude of K is not known, this study aims at giving some qualitative results about the influence of the elongation number rather than quantitative results.

Relative effective viscosity \( \dot{\gamma} \mapsto \eta_{\text{eff}}^R (\dot{\gamma}) \) is plotted versus \( \log(\dot{\gamma}) \) for three different values of K, see Fig. 2. For \( K = 0 \), we get the classical Rabinowisch law. For \( K \leq 0.4 \), the overall shape of the curve does not change, the slope decreasing as K increases. For small values of \( \dot{\gamma} \), the viscosity is smaller than the one defined in the classical Rabinowisch law while it becomes greater for large values of \( \dot{\gamma} \). For \( K > 0.4 \), the overall shape becomes completely different, as the shear thinning effect tends to disappear. It is reasonable to think that the perturbation method is no longer valid. It is worth also mentioning that taking into account the elongation number in the effective viscosity law increases the range of the values of \( r \) for which the graph of the function \( \dot{\gamma} \mapsto \eta_{\text{eff}}^R (\dot{\gamma}) \) is monotone. Then Eqs. (25)–(32) taking into account an additional elongation number may have a unique solution even for \( r \) greater than 8/9 (see Section 5.2).

Note that in terms of real physical values, the effective viscosity reads

\[ \eta_{\text{eff}} (\dot{\gamma}) = \eta_{\text{visc}} + \frac{\eta_{\text{id}}}{1 + \lambda^2 (1 - a^2) \dot{\gamma}^2} + \frac{2\kappa \eta_{\text{id}} \lambda^2 a \dot{\gamma}^2 (\lambda^2 (1 - a^2) \dot{\gamma}^2 - 1)}{(1 + \lambda^2 (1 - a^2) \dot{\gamma}^2)^3}. \] (32)

---

**Fig. 2.** Influence of the elongation correction on the relative effective viscosity as a function of the shear rate \((a = 0.8, \widetilde{D} = 0.5, r = 0.8)\)
5 Numerical simulations

In the whole section, we present numerical results that have been performed with data from Tab. 1. Although widely discussed [27, 28], homogeneous pressure boundary conditions along the boundary of the contact area have been retained for all numerical experiments with the exception of Test (G) (see Appendix B) for which an input flux is associated to the supply groove of the device.

5.1 Nonlinear Oldroyd asymptotic model: a numerical simulation

Fig. 3–4 have been performed with the data referred as Test (A) (see Tab. 1) with retardation parameter \( r = 0.8 \) and Deborah number \( \widetilde{\text{De}} = 1.3 \). Notice that 3D profiles are presented in the unit cube where the third direction, which is orthogonal to the shear plane, has been rescaled as \( Z := z/h(x) \). In particular,

- Fig. 3 (left) represents the pressure distribution in the thin film. More details will be given later on the effects of the Oldroyd contribution on the pressure distribution.
- Fig. 3 (right) represents the distribution of the effective rescaled viscosity defined by

\[
\eta_{\text{eff}}^{\text{r}}(x,z) := 1 - r + \frac{r}{1 + (1 - a^2)\text{De}^2} \left( \frac{\partial u}{\partial z}(x,z) \right)^2.
\]

In the Newtonian case, the effective relative viscosity is uniformly equal to 1; in the Oldroyd model, velocity gradients lead to a non-uniform distribution of the effective viscosity, which varies from 1 – \( r \) to 1.

- Fig. 4 represents the distribution of the stress tensor components. More details will be given later on the effects of the Oldroyd contribution concerning these variables.

5.2 Influence of the elongation correction

As previously mentioned, the range of validity for the retardation parameter \( r \) is wider using the elongation correction. Numerical simulation referred as Test (B) (see Tab. 1) presents the following results. Pressure profiles are plotted on Fig. 5 for various parameters around the upper limit \( r = 8/9 \) with \( a = 0.2 \) and \( \text{De} = 0.72 \). Let us recall that, for \( K = 0 \), the algorithm cannot capture the solution as \( r > 8/9 \) (as the problem is ill-posed). Fortunately, for \( r = 0.91 \), the choice \( K = 0.82 \) allows us to get a solution (the problem becomes well-posed thanks to the PTT correction), which can be compared to the solution of the problem with values such as \( (r, K) = (0.88, 0.79) \) and \( (r, K) = (0.88, 0.00) \). Thus Fig. 5 presents the results related to the pressure distribution, at least when the problem is well-posed.

Fig. 6–7 presents the results related to the stress components at the shearing surface by focusing on the influence on the elongation number: the value of \( K \) is moderate but leads to significant change in the shape of the stress profiles.

5.3 About the perturbation method with respect to the Deborah number

As mentioned in the first section, a perturbation-asymptotic approach has been proposed by J. Tichy [18] for the upper convective Maxwell (UCM) model \((a = 1, r = 1)\). Assuming a linear dependence with respect to the Deborah parameter, it is assumed that the (real) viscoelastic pressure \( p_{\text{De}} \) is related to the Newtonian one \( p_0 \) by the following relationship

\[
p_{\text{De}} = p_0 + \text{De} p^{(c)},
\]

where \( p^{(c)} \) is a corrective pressure. As soon as \( p^{(c)} \) is computed, it is possible to know the real pressure for any small \( \text{De} \) by an elementary additive procedure. In the present situation corresponding to the case \(-1 < a < 1 \) and \( 0 < r < 1 \), it is noteworthy that the previous expansion is not relevant (see Tab. 2, obtained with the numerical parameters presented as Test (C), see Tab. 1). By selecting different values of \( r \), introducing the load

\[
L := \iint p(x)\,dx,
\]

we prove numerically that, for all values of the retardation parameter which are less than 8/9, the difference of pressure mean values between the non-Newtonian case and the Newtonian case behaves as \( O(\text{De}^2) \) for small values of \( \text{De} \) (see, for instance, Fig. 8), i.e.

\[
p_{\text{De}} = p_0 + \text{De}^2 p^{(c)}.
\]
### Fluid domain:

<table>
<thead>
<tr>
<th></th>
<th>(A)</th>
<th>(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fig. 3-4, 9-10</td>
<td>Fig. 5-6-7</td>
</tr>
</tbody>
</table>

- **Domain** \( \omega \) = \([0, 1] \times [0, 1] \)
- **Gap** \( h(x) \) = \( 1 - 0.8x_1 \)
- **Shear velocity** \( s \) = \((1, 0)\)

### Rheological data:

<table>
<thead>
<tr>
<th></th>
<th>(A)</th>
<th>(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retardation parameter ( r )</td>
<td>0.00 \sim 0.80</td>
<td>0.88 \sim 0.91</td>
</tr>
<tr>
<td>Deborah number ( \tilde{\omega} )</td>
<td>1.30</td>
<td>0.72</td>
</tr>
<tr>
<td>Material slip parameter ( a )</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Elongation number ( K )</td>
<td>0.00</td>
<td>0.00 \sim 0.82</td>
</tr>
</tbody>
</table>

### Boundary conditions:

- \( p = 0 \)

### Numerical parameters:

<table>
<thead>
<tr>
<th></th>
<th>(A)</th>
<th>(B)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh numbers</td>
<td>40 \times 20 \times 20</td>
<td>40 \times 20 \times 20</td>
</tr>
<tr>
<td>Artificial time step ( \delta )</td>
<td>( 10^{-3} )</td>
<td>( 10^{-4} )</td>
</tr>
<tr>
<td>Equilibrium parameter ( r_p/\delta )</td>
<td>( 10^{-4} )</td>
<td>( 10^{-4} )</td>
</tr>
</tbody>
</table>

### Fluid domain:

<table>
<thead>
<tr>
<th></th>
<th>(C)</th>
<th>(D)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Fig. 8, Tab. 2</td>
<td>Tab. 3</td>
</tr>
</tbody>
</table>

- **Domain** \( \omega \) = \([0, 1] \times [0, 5] \)
- **Gap** \( h(x) \) = \( 1 + H'x_1 + 0.5H''(x_1^2 - x_1) \)
- **Shear velocity** \( s \) = \((1, 0)\)

### Rheological data:

<table>
<thead>
<tr>
<th></th>
<th>(C)</th>
<th>(D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Retardation parameter ( r )</td>
<td>0.75 \sim 0.85</td>
<td>0.00 \sim 0.80</td>
</tr>
<tr>
<td>Deborah number ( \tilde{\omega} )</td>
<td>0.00 \sim 2.50</td>
<td>0.00 \sim 1.80</td>
</tr>
<tr>
<td>Material slip parameter ( a )</td>
<td>0.80</td>
<td>0.80</td>
</tr>
<tr>
<td>Elongation number ( K )</td>
<td>0.00</td>
<td>0.00 \sim 0.16</td>
</tr>
</tbody>
</table>

### Boundary conditions:

- \( p = 0 \)

### Numerical parameters:

<table>
<thead>
<tr>
<th></th>
<th>(C)</th>
<th>(D)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mesh numbers</td>
<td>40 \times 20 \times 40</td>
<td>40 \times 40 \times 10</td>
</tr>
<tr>
<td>Artificial time step ( \delta )</td>
<td>( 10^{-3} )</td>
<td>( 10^{-4} )</td>
</tr>
<tr>
<td>Equilibrium parameter ( r_p/\delta )</td>
<td>( 10^{-4} )</td>
<td>( 10^{-3} )</td>
</tr>
</tbody>
</table>

Table 1. Numerical data (numerical parameters are related to the algorithm, see Appendix C)
Fig. 3. Pressure distribution (left) and effective viscosity including Oldroyd contribution: \( P(x_1, x_2, z) \mapsto \eta_{\text{eff}}^R(x_1, x_2, z) \) (right) in the linear converging profile with \( r = 0.8, \tilde{D}e = 1.3 \) and \( \alpha = 0.8 \).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).

Moreover, when the Deborah number is not too small, the quadratic behaviour of the pressure is not valid anymore, as shown on Fig. 8. In this work, we emphasize that our model does not rely on any assumption on the amplitude of the Deborah number and a numerical solution can be computed without smallness restriction on \( \tilde{D}e \), unlike J. Tichy’s work. Notice that our results have been obtained with the same data as J. Tichy’s, adapted to the 2D case (J. Tichy’s results are 1D), i.e. in a domain \((0, 1) \times (0, 5)\).
Fig. 5. Pressure distribution $x_1 \mapsto p(x_1,x_2^0)$, following the streamline $x_2^0 := D/2$, in the (linear) converging profile. Influence of the elongation number (other parameters are: $a = 0.80, \tilde{De} = 0.72$

Fig. 6. Stress component $x_1 \mapsto (\sigma_{13})(x_1,x_2^0,z_0^0)$, following the streamline $x_2^0 := D/2$ at the shearing surface $z_0^0 := 0$, in the (linear) converging profile. Influence of the elongation number (other parameters are: $r = 0.88, a = 0.80, \tilde{De} = 0.72$

Fig. 7. Stress component $x_1 \mapsto (\sigma_{11} - \sigma_{33})(x_1,x_2^0,z_0^0)$, following the streamline $x_2^0 := D/2$ at the shearing surface $z_0^0 := 0$, in the (linear) converging profile. Influence of the elongation number (other parameters are: $r = 0.88, a = 0.80, \tilde{De} = 0.72$

corrector (i.e. $K = 0.2 \cdot r$ in our simulation) is less than the load computed with $K = 0.0$; then, when $\tilde{De}$ becomes greater than 1, the load computed with the perturbation corrector is greater than the load computed with $K = 0.0$.

6 Conclusion
Upper convective model (UCM) assumption is often retained for studying viscoelastic thin film flows. Deleting this assumption, it has been possible to prove that for a convenient choice of governing parameters, thin film flows based upon an Phan-Thien Tanner / Oldroyd-B viscoelastic model can be completely described by a double Newtonian (modified) Ra-
Fig. 8. Convergence of the load difference \( L_{\tilde{\text{De}}} - L_0 \) with respect to the Deborah number, with a retardation parameter \( r = 0.85 \) and in the geometry \( H' = -0.8, H'' = -1 \), and with \( a = 0.8 \). For small values of \( \tilde{\text{De}} \), the slope of the graph is approximatively equal to 2.

\[
\log(\text{Load}) = 1 + \frac{1}{3} \cdot r = 0.2 \\
\log(\text{Load}) = 1 + \frac{1}{5} \cdot r = 0.5 \\
\log(\text{Load}) = 1 + \frac{1}{8} \cdot r = 0.8
\]

Table 3. Load in the viscoelastic case for various values of \( r \) and \( \tilde{\text{De}} \). For each set of parameters, the entry corresponds to the load without elongation correction i.e. \( K = 0 \) (resp. load deviation due to the elongation correction \( K = 0.2 \cdot r \)).

<table>
<thead>
<tr>
<th>Load+1e+3</th>
<th>( r = 0.2 )</th>
<th>( r = 0.5 )</th>
<th>( r = 0.8 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \tilde{\text{De}} = 0 )</td>
<td>75.45 (±0.00)</td>
<td>75.45 (±0.00)</td>
<td>75.45 (±0.00)</td>
</tr>
<tr>
<td>( \tilde{\text{De}} = 0.2 )</td>
<td>75.21 (±0.23)</td>
<td>74.84 (±0.80)</td>
<td>74.35 (±0.93)</td>
</tr>
<tr>
<td>( \tilde{\text{De}} = 0.5 )</td>
<td>73.64 (±0.62)</td>
<td>68.66 (±0.48)</td>
<td>63.44 (±0.91)</td>
</tr>
<tr>
<td>( \tilde{\text{De}} = 0.8 )</td>
<td>70.32 (±0.01)</td>
<td>59.92 (±0.28)</td>
<td>48.39 (±0.46)</td>
</tr>
<tr>
<td>( \tilde{\text{De}} = 1.2 )</td>
<td>66.67 (+0.12)</td>
<td>50.25 (+0.47)</td>
<td>30.69 (+0.98)</td>
</tr>
<tr>
<td>( \tilde{\text{De}} = 1.5 )</td>
<td>64.86 (+0.13)</td>
<td>45.57 (+0.12)</td>
<td>22.03 (+0.10)</td>
</tr>
<tr>
<td>( \tilde{\text{De}} = 1.8 )</td>
<td>63.67 (+0.24)</td>
<td>42.64 (+0.84)</td>
<td>16.98 (+1.14)</td>
</tr>
</tbody>
</table>
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A Influence of rheological parameters in the asymptotic model

A.1 Influence of the retardation parameter

Fig. 9–10 focus on the influence of the retardation parameter on the solution. The Deborah number is taken as $\tilde{\varepsilon_0} = 1.3$. Other data are presented in Tab. 1 (see Test (A)). Starting from the pressure of the Newtonian problem with viscosity 1 ($\eta = 0$), we can observe that the solution highly depends on $\tilde{\varepsilon}$ (computations cannot be performed for values greater than 8/9 due to ill-posedness of the problem and, consequently, non-convergence of the algorithm). The pressure tends to decrease as the retardation parameter increases: elastic effects also modify in a significant way the shear stress located at the shearing surface, thus suggesting that the rheological properties (such as the retardation parameter) are among the major determinants.
### Fluid domain:

<table>
<thead>
<tr>
<th>Domain $\omega$</th>
<th>$[0, 1] \times [0, 1]$</th>
<th>$[0, 1] \times [0, 1]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gap $h(x)$</td>
<td>$1 - 0.8 x_1$</td>
<td>$1 - (1 - H_{\text{min}}) x_1$</td>
</tr>
<tr>
<td>Shear velocity $s$</td>
<td>$(1, 0)$</td>
<td>$(1, 0)$</td>
</tr>
</tbody>
</table>

### Rheological data:

<table>
<thead>
<tr>
<th>Retardation parameter $r$</th>
<th>0.80</th>
<th>0.70</th>
<th>0.30</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deborah number $\tilde{D}e$</td>
<td>0.00 \sim \infty</td>
<td>0.72</td>
<td></td>
</tr>
<tr>
<td>Material slip parameter $a$</td>
<td>0.80</td>
<td>0.80</td>
<td></td>
</tr>
<tr>
<td>Elongation number $K$</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
</tbody>
</table>

### Boundary conditions:

- $p = 0$
- $p = 0$

### Numerical parameters:

<table>
<thead>
<tr>
<th>Mesh numbers</th>
<th>$40 \times 20 \times 20$</th>
<th>$80 \times 20 \times 40$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial time step $\delta$</td>
<td>$10^{-3}$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Equilibrium parameter $r_p/\delta$</td>
<td>$10^{-4}$</td>
<td>$10^{-4}$</td>
</tr>
</tbody>
</table>

### Fluid domain:

<table>
<thead>
<tr>
<th>Domain $\omega$</th>
<th>$[0, 1] \times [0, 5]$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gap $h(x)$</td>
<td>$(2 x_1 - 1)^2 + 0.5$</td>
</tr>
<tr>
<td>Shear velocity $s$</td>
<td>$(1, 0)$</td>
</tr>
</tbody>
</table>

### Rheological data:

<table>
<thead>
<tr>
<th>Retardation parameter $r$</th>
<th>0.00 \sim 0.70</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deborah number $\tilde{D}e$</td>
<td>1.30</td>
</tr>
<tr>
<td>Material slip parameter $a$</td>
<td>0.80</td>
</tr>
<tr>
<td>Elongation number $K$</td>
<td>0.00</td>
</tr>
</tbody>
</table>

### Boundary conditions:

- Conditions at $x_1 = 0$ flux
- Conditions on other boundaries $p = 0$

### Numerical parameters:

<table>
<thead>
<tr>
<th>Mesh numbers</th>
<th>$40 \times 80 \times 20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Artificial time step $\delta$</td>
<td>$10^{-4}$</td>
</tr>
<tr>
<td>Equilibrium parameter $r_p/\delta$</td>
<td>$10^{-4}$</td>
</tr>
</tbody>
</table>

Table 4. Numerical data
of the lubricants efficiency.

Fig. 9. Pressure distribution $x_1 \rightarrow p(x_1, x_2^0)$, following the streamline $x_2^0 := D/2$, in the (linear) converging profile with $\widetilde{\mathrm{De}} = 1.3$ and for different values of the retardation parameter $r = 0.1, 0.2, \ldots, 0.8$

Fig. 10. Component of the constraint tensor $x_1 \rightarrow \sigma_{13}(x_1, x_2^0, z^0)$ (left), $x_1 \rightarrow (\sigma_{11} - \sigma_{33})(x_1, x_2^0, z^0)$ (on right) following the streamline $x_2^0 := D/2$ at the shearing surface $z^0 := 0$, in the (linear) converging profile with $\widetilde{\mathrm{De}} = 1.3$ and for different values of the retardation parameter $r = 0.1, 0.2, \ldots, 0.8$

A.2 Influence of the Deborah number and material slip parameter

Let us remark that, in Eq. (26), the Deborah number $\mathrm{De}$ and the material slip parameter $\alpha$ can be reduced into one single parameter, as the effective viscosity law only depends on the parameter $\widetilde{\mathrm{De}}^2 (1 - \alpha^2)$ (of course, this does not hold anymore when taking into account the influence of the elongation number, i.e. $K \neq 0$). Therefore, we choose to impose $\alpha = 0.8$ and let $\mathrm{De}$ vary from 0 to large values. In that prospect, Fig. 11–14 focus on the influence of the Deborah number. The numerical experiment is referred as Test (E) (see Tab. 4). The retardation parameter is taken as $r = 0.8$. Starting from the pressure of the Newtonian problem with viscosity 1 ($\widetilde{\mathrm{De}} = 0$), we can observe that increasing the value of $\widetilde{\mathrm{De}}$ tends to decrease the pressure, until converging to a pressure which is identified to the solution of the Newtonian problem with viscosity 1 $- r$. In a similar way, we would observe that the behaviour of the shear stress $\sigma_{13}$ obeys the same trend (therefore, the corresponding figure is voluntarily omitted): increasing the value of the Deborah number leads (in a monotone way) the initial solution (Newtonian solution with effective viscosity uniformly equal to 1) to a limit solution identified as a Newtonian solution with effective viscosity $1 - r$, the path being nonlinear due to elastic effects. However, dependency with respect to the Deborah number may not be monotone, as for $\sigma_{11} - \sigma_{33}$, see Fig. 12-14. In both Newtonian regimes ($\widetilde{\mathrm{De}} = 0$ and $\widetilde{\mathrm{De}} = +\infty$), the computation of the solution leads to $\sigma_{11} - \sigma_{33} = 0$ at $x_2^0 = D/2$, $z^0 = 0$, but the path between those two regimes is the following one:

- Fig. 12 shows that, in the chosen configuration, $\sigma_{11} - \sigma_{33}(x_2^0, z_0)$ decreases with respect to $\widetilde{\mathrm{De}}$ for small values of $\widetilde{\mathrm{De}}$
only;

- Fig. 13 reveals the change of the trend: monotonicity fails at intermediate values of \( \tilde{\text{De}} \);
- Fig. 14 shows that, in the chosen configuration, \( \sigma_{11} - \sigma_{33}(\cdot, x_2^0, z^0) \) increases with respect to \( \tilde{\text{De}} \) for large values of \( \tilde{\text{De}} \).

![Fig. 11. Pressure distribution](image)

**Fig. 11.** Pressure distribution \( x_1 \mapsto p(x_1, x_2^0) \), following the streamline \( x_2^0 := D/2 \), in the (linear) converging profile with \( r = 0.8 \) and for different values of the Deborah number \( \text{De} = 0.1, 0.2, \ldots, 5.0 \)

### A.3 Effective viscosity in the Oldroyd-B thin film flow

In this subsection, we study the influence of the Oldroyd-B model on the effective viscosity. Numerical parameters are presented in Tab. 4, referred as Test (F). In this non-Newtonian regime, we have focused on a flow which is compressed in a linear profile, the maximal gap being fixed to 1, the minimal gap \( H_{\min} \) varying from 0.90 to 0.01.

From the equations, we infer that the effective viscosity varies from 1 \( - r \) and 1. Fig. 15 illustrates the distribution of the three-dimensional effective viscosity within the theoretical range, for different values of \( H_{\min} \). It is observed that decreasing values of \( H_{\min} \) tend to spread the distribution. More precisely, high velocity gradients, here associated to minimal gap thickness, lead to reach the minimal effective viscosity: large values of \( H_{\min} \) are not sufficient to cover the whole range of values, although small values of \( H_{\min} \) widen the range of values and tend to spread the distribution from the minimal value to the maximal one. This is mainly due to the fact that small values of \( H_{\min} \) lead to high velocity gradients, thus diminishing the effective velocity. This is also represented by Tab. 5 which provides the mean value of the effective viscosity in the 3D domain, the standard deviation with respect to this mean value and the numerical range which is reached.

<table>
<thead>
<tr>
<th>( H_{\min} )</th>
<th>mean value</th>
<th>standard deviation</th>
<th>min. value</th>
<th>max. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.90</td>
<td>0.848</td>
<td>0.010</td>
<td>0.806</td>
<td>0.884</td>
</tr>
<tr>
<td>0.50</td>
<td>0.775</td>
<td>0.078</td>
<td>0.434</td>
<td>0.970</td>
</tr>
<tr>
<td>0.20</td>
<td>0.689</td>
<td>0.170</td>
<td>0.314</td>
<td>1.000</td>
</tr>
<tr>
<td>0.10</td>
<td>0.664</td>
<td>0.214</td>
<td>0.304</td>
<td>1.000</td>
</tr>
<tr>
<td>0.05</td>
<td>0.658</td>
<td>0.233</td>
<td>0.301</td>
<td>1.000</td>
</tr>
<tr>
<td>0.01</td>
<td>0.643</td>
<td>0.243</td>
<td>0.300</td>
<td>1.000</td>
</tr>
</tbody>
</table>

**Table 5.** Heterogeneity of the effective viscosity distribution in the viscoelastic fluid flow \( (r = 0.7, \text{De} = 0.72, a = 0.8) \), depending on the converging profile
Fig. 15 represents the same computation, adapted to the two-dimensional average effective viscosity, defined as
\[
\overline{\eta}_{\text{eff}}(x) := \frac{1}{h(x)} \int_0^{h(x)} \eta_{\text{eff}}(x, z) \, dz.
\] (37)
in order to give some comprehensive details on the effective viscosity associated to the thin film flow. Although the effective viscosity distribution significantly reaches values greater than 0.9, the average effective viscosity never reaches such values. This means that the effective viscosity is not homogeneous in the thin film thickness direction. It also means that variations of velocity gradients (associated to the measure of the effective viscosity) may be important in the thin film thickness, at least for small values of the gradients. As a consequence, this reveals the heterogeneous properties of the viscoelastic fluid flow with respect to the direction orthogonal to the shearing surface (i.e., in the thin film thickness).

B Boundary effects due to elastic perturbation

Fig. 16 represents the pressure distribution for different values of the retardation parameter. The geometry relies on a converging-diverging profile (see Tab. 4, Test (G)) with an imposed flux \(q = 0.2s h(0, \cdot)\) at \(x_1 = 0\). The dimensions of the domain fall into the scope of the journal bearing of infinite width assumption, as \(0 < x_1^* < 1\) and \(0 < x_2^* < 5\). In the Newtonian regime, it is observed that the infinite width approximation is valid, leading to the use of 1D reduced models instead of 3D initial systems; in the non-Newtonian situation, the numerical result suggests that such an assumption may be not valid anymore when the retardation parameter becomes too large.

C Numerical algorithm

This method is based on a fixed point procedure. The first idea is to consider that the unknown velocity-pressure \((u, p)\) (solution of Eqs. (25) and (26) or, if considering the PTT correction, Eqs. (25) and (32)) can be computed as the limit as \(n\) tends to infinity of a sequence \((u_n, p_n)\) solution of
\[
\frac{\partial}{\partial z} \left( F(u^{n-1}) \frac{\partial u}{\partial z} \right) = \nabla p^n, \quad \text{div} \left( \int_0^h u^n(\cdot, z) \, dz \right) = 0,
\] (38)
in which function \(F\) is related to the viscosity law, namely
\[
F(u) = 1 - r + \frac{r}{1 + \text{De}^2 (1 - a^2) \left\| \frac{\partial u}{\partial z} \right\|^2},
\]
without the PTT correction, or
\[
F(u) = 1 - r + \frac{r}{1 + \text{De}^2 (1 - a^2) \left\| \frac{\partial u}{\partial z} \right\|^2} + \frac{2r^2 \text{De}^2 a \left\| \frac{\partial u}{\partial z} \right\|^2}{\text{De}^2 (1 - a^2) \left\| \frac{\partial u}{\partial z} \right\|^2 - 1} + K \frac{r^3}{\left( 1 + \text{De}^2 (1 - a^2) \left\| \frac{\partial u}{\partial z} \right\|^2 \right)^3},
\]
with the PTT correction.

In turn, \((u_n, p_n)\) are computed for each value of the index \(n\) as the limit of the solution of a fixed-point problem (introducing new index \(k\)).
\[
\frac{\partial}{\partial z} \left( F(u^{n-1}) \frac{\partial u^{n,k+1}}{\partial z} \right) = \nabla p^{n,k}, \quad p^{n,k+1} - p^{n,k} + \delta \text{div} \left( \int_0^H u^n(\cdot, z) \, dz \right) = 0,
\] (39)
in which \( \delta \) is an artificial penalization parameter.

In order to solve Eq. (38), a semi-discretization in the \((x_1,x_2)\)-direction is introduced. We use a centered structured grid based on a classical cell configuration (see Fig. 17, for a rectangular domain with a size \( L \times D \)).

Let us denote by \( N = N_1 \times N_2 \) the overall number of unknowns corresponding to this discretisation, by \( \delta_1 \) (resp. \( \delta_2 \)) the step in the \( x_1 \) (resp. \( x_2 \)) direction, by \( h_{ij} \) the value of \( h \) at a node \((i,j)\). Furthermore, we denote

\[
U(z) = (u_{ij}(z)) := (u(i\delta_{x_1}, j\delta_{x_2}, z)) \quad \text{and} \quad P = (p_{ij}) := (p(i\delta_{x_1}, j\delta_{x_2}))
\]

the semi-discretized horizontal velocity and discretized pressure.

Let \( A \) (resp. \( B \)) correspond to the \( x \)-discretisation of the operator \( \nabla \) (resp. \( \text{div} \)). We use the notation

\[
\left( \begin{array}{c} HU \\ \end{array} \right)_{ij} := \int_0^{h_{ij}} u_{ij}(z) \, dz.
\]

The overall procedure reads now:

Loops on \( n \):

\[
U^{n,0} = U^n, \quad P^{n,0} = P^n, \quad \frac{\partial}{\partial z} \left( F(U^n) \frac{\partial U^{n,k+1}}{\partial z} \right) + A \circ P^{n,k} = 0,
\]

Loops on \( k \):

\[
p^{n,k+1} = p^{n,k} + \delta B \circ \left( HU^{n,k+1} \right) = 0,
\]

\[
U^{n+1} = U^{n,\infty}, \quad p^{n+1} = p^{n,\infty}.
\]

This internal problem is a linear one as the computation of the new pressure \( p^{n,k+1} \) is an explicit procedure while the computation of the velocity \( u^{n,k+1} \) is obtained by solving a set of ordinary partial differential equations in the \( z \)-direction, which is equivalent to solve a linear system of equations after a discretization in the \( z \)-direction \((N_z \text{ nodes})\).

The stopping test of the internal loop is based on the pressure error \( |p^{n,k+1} - p^{n,k}| \) and on the velocity error \( |u^{n,k+1} - u^{n,k}| \). Note that the precision sought in pressure will induce a precision on the incompressibility condition via the parameter \( \delta \). In fact, the algorithm is stopped as soon as \( |p^{n,k+1} - p^{n,k}| \) is smaller than a prescribed value, noted \( r_P \). If this condition is satisfied, it means in particular that the divergence term satisfies

\[
\max_{ij} \left| B \circ \left( HU^{n,k+1} \right) \right|_{ij} \leq \frac{r_P}{\delta}, \quad \text{(42)}
\]

i. e. the free divergence equality is satisfied with an order of \( r_P/\delta \). For this reason \( r_P/\delta \) will be called the "equilibrium parameter (for the free divergence condition)". In order to numerically attain the free divergence equality, we have to impose some value for \( r_P \) satisfying \( r_P \ll \delta \).

Numerical experiments show that \( \delta = 10^{-3} \) and \( r = 10^{-4} \delta \) ensure good convergence for \( N_1 = 40, N_2 = 40 \) and \( N_z = 20 \), see [26].
Fig. 12. Stress component \( x_1 \mapsto (\sigma_{11} - \sigma_{33})(x_1, x_2^0, z^0) \), following the streamline \( x_2^0 := D/2 \) at the shearing surface \( z^0 := 0 \), in the (linear) converging profile with \( r = 0.7 \) and for different values of the Deborah number \( \tilde{D} e = 0.00, 0.17, 0.33, 0.50 \).

Fig. 13. Stress component \( x_1 \mapsto (\sigma_{11} - \sigma_{33})(x_1, x_2^0, z^0) \), following the streamline \( x_2^0 := D/2 \) at the shearing surface \( z^0 := 0 \), in the (linear) converging profile with \( r = 0.7 \) and for different values of the Deborah number \( \tilde{D} e = 0.5, 0.65, 0.80, 0.95, 1.15 \).

Fig. 14. Stress component \( x_1 \mapsto (\sigma_{11} - \sigma_{33})(x_1, x_2^0, z^0) \), in the (linear) converging profile with \( r = 0.7 \) and for different values of the Deborah number \( \tilde{D} e = 1.15, 1.33, 1.50, 1.60, 3.33, 5.00; +\infty \).
Fig. 15. **left:** Percentage distribution of the effective viscosity in the three-dimensional thin film flow, for different values of $H_{\text{min}}$, in a non-Newtonian regime ($De = 0.72$, $r = 0.7$ and $a = 0.8$). **right:** Percentage distribution of the average effective viscosity in the two-dimensional thin film flow, for different values of $H_{\text{min}}$, in a non-Newtonian regime ($De = 0.72$, $r = 0.7$ and $a = 0.8$). Effective viscosity varies from $1 - r$ to 1.

Fig. 16. Pressure distribution in a converging-diverging profile (from top left to bottom right): $r = 0.0$, $r = 0.2$, $r = 0.5$ and $r = 0.7$, obtained with $De = 1.3$ and $a = 0.8$. 
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Fig. 17. Spatial discretisation and position of the unknowns $p_{ij}, u_{ij} = (u_{ij}, v_{ij})$